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● (1555)

[English]
The Chair (Mr. Ron McKinnon (Coquitlam—Port Coquit‐

lam, Lib.)): I call this meeting to order.

Welcome to meeting number 108 of the House of Commons
Standing Committee on Public Safety and National Security.

Pursuant to the order of reference referred to the committee on
Wednesday, December 13, 2023, the committee is resuming its
study of Bill S-210, an act to restrict young persons' online access
to sexually explicit material.

Before we begin, I would like to ask all members and other in-
person participants to consult the cards on the table for guidance to
prevent audio feedback incidents.

Please take note of the following preventative measures in place
to protect the health and safety of all participants, including the in‐
terpreters. Only use a black approved earpiece. The former grey
earpieces must no longer be used. Keep your earpiece away from
all microphones at all times. When you are not using your earpiece,
place it face down on the sticker placed on the table for this pur‐
pose.

Thank you all for your consideration.
Mr. Garnett Genuis (Sherwood Park—Fort Saskatchewan,

CPC): I have a point of order, Chair.
The Chair: Today's meeting is taking place in a hybrid format.

I would like to make a few comments for the benefit of members
and witnesses. Please wait until I recognize you by name before
speaking. As a reminder, all comments should be addressed through
the chair.

First, we have some bills to pay. The clerk distributed on Mon‐
day, May 6—

Mr. Garnett Genuis: Chair, can I raise a point of order?
The Chair: Mr. Genuis, go ahead on your point of order.
Mr. Garnett Genuis: Thank you, Chair.

I know there's been some disagreement about aspects of the
agenda over the last few meetings, but there have been some dis‐
cussions among the parties. We may have an agreement; we may
not. I want to propose something, and see if there's unanimous con‐
sent for it, and where we are at.

I propose that there be unanimous consent for the following:
That the draft report on the Bernardo prison transfer be immediate‐

ly distributed; that the report be considered at the next meeting of
the committee; that the chair seek additional resources in the week
of June 3 for the study of S-210; and that the Minister of Public
Safety be invited to appear for two hours in the week of June 10,
with one hour dedicated to auto theft and one hour dedicated to the
main estimates, and that the Minister of Transport be invited to ap‐
pear separately for one hour on auto theft.

I think that has been distributed, and I'm hoping there might be
agreement on it.

The Chair: Is there unanimous consent?

Some hon. members: No.

The Chair: I see no unanimous consent. It's back to business.

The clerk distributed on Monday, May 6—

Mr. Garnett Genuis: Mr. Chair, I have another point of order. I
wonder if I could propose.... Is it possible to have a five-minute
suspension for discussion on that?

The Chair: Why don't we get through a little bit of this, and then
we'll go back to it. Maybe raise another point of order to see if we
can do that.

Mr. Garnett Genuis: Okay.

The Chair: The clerk distributed on Monday, May 6, and May
24, a draft budget on Bill S-210 in the amount of $15,000.

Does the committee wish to adopt the budget? Can I have a show
of hands?

(Motion agreed to)

The Chair: Similarly, I note that the deadline to report Bill
S-210 to the House is Friday, June 7.

Is it the will of the committee to request an extension of 30 sit‐
ting days for the consideration of Bill S-210 and that the chair
present a report to the House? May I have a show of hands on this,
please.

Mr. Garnett Genuis: No, there isn't, Chair.

The Chair: All in favour?

Mr. Garnett Genuis: Chair, it's not a vote. You can't call a vote.
If you're moving the motion, I'd like to speak to it.
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The Chair: The chair is entitled to seek guidance from the com‐
mittee whenever—

Mr. Garnett Genuis: You cannot end debate on it, and this will
be an issue in the House if you do, Chair. You can't end debate on
it.

If this is a matter to be debated, then I'd like to debate it.
Mr. Taleeb Noormohamed (Vancouver Granville, Lib.): Make

it an issue in the House.
Mr. Garnett Genuis: You cannot arbitrarily cut off speakers or

limit debate on a matter before the committee. That's a clear viola‐
tion of the Standing Orders, and it is appealable to the House.

If you'd like to move that an extension be requested, then I would
like to speak on that matter, and I will be heard.

The Chair: I'm not making such a motion. I'm asking for guid‐
ance from the committee.

Mr. Garnett Genuis: There is not agreement of the committee.

There are two ways that committees come to decisions, either by
agreement or by a motion. If there is a motion before this commit‐
tee, then I wish to speak to it.

You cannot get agreement of the committee when members dis‐
sent unless debate ends. That is how the rules work.

The Chair: The decision of the chair is to seek advice of the
committee on this matter.

Do you wish to challenge the chair on the matter?
Mr. Garnett Genuis: Chair, I wish to speak on the motion be‐

fore the committee. You need to respect the rules. This is not al‐
lowed, and I will speak to the motion. If you're putting a motion on
the floor, on an extension, I wish to speak to the motion.

The committee has before it a number of matters to consider, and
those matters—

Mr. Taleeb Noormohamed: I have a point of order, Mr. Chair.
The Chair: Go ahead, Mr. Noormohamed, on a point of order.
Mr. Taleeb Noormohamed: I don't believe there was an actual

motion on the floor, so there should be no debate.
The Chair: There is no actual motion on the floor.
Mr. Garnett Genuis: There is not agreement of the committee.
The Chair: Excuse me. Please don't interrupt.

I've asked the committee for advice, for guidance—
Mr. Garnett Genuis: On a point of order, Chair, there is not

agreement of the committee to proceed in this fashion. The com‐
mittee does not agree. You cannot demand agreement without al‐
lowing people to speak on it.

If you let the clerk speak, he will confirm exactly what I'm say‐
ing.

The Chair: The chair—
Mr. Garnett Genuis: The chair has to respect the rules.
The Chair: The chair has decided to ask the committee for guid‐

ance.

Mr. Garnett Genuis: The chair must respect the rules.

Is there a motion on the floor?

The Chair: If you wish to challenge the chair on this matter,
please do so.

Mr. Garnett Genuis: Chair, is there a motion on the floor?

● (1600)

The Chair: There is no motion on the floor.

Mr. Garnett Genuis: Then there is no agreement.

Chair, you will respect the rules.

The Chair: Back up from the mike, please.

Mr. Garnett Genuis: You need to respect the rules, Chair.

The Chair: The decision of the chair is to seek advice of the
committee—

Mr. Garnett Genuis: Chair, is there a motion before the com‐
mittee or not?

The Chair: Mr. Genuis, the chair has the floor. You do not.

The chair is asking the committee for advice on a matter that is
of time urgency.

Mr. Garnett Genuis: The committee does not agree.

The Chair: You do not speak for the committee. I will ask the
committee. If you wish to challenge—

Mr. Garnett Genuis: Sir, you cannot presume the agreement of
the committee without a motion. I'm not going to back down on de‐
fending the rules or the prerogatives of this committee. I know the
rules better than you do, Chair. Ask the clerk. Get the clerk's opin‐
ion on this, because the clerk knows that I'm right. The Speaker
will know that I'm right.

For you to think that just because you sit in that chair you can
show flagrant disregard for the rules and the way they protect the
privileges of members is disgraceful.

If you want to put a motion before the committee, then we can
have a motion and we can debate it. If you are not putting before a
motion, then you have no agreement of the committee.

Ms. Lisa Hepfner (Hamilton Mountain, Lib.): I have a point
of order, Chair.

The Chair: Ms. Hepfner, go ahead on a point of order.

Ms. Lisa Hepfner: It seems to me that in this instance that the
points of order are being used to talk over the chair.

Mr. Genuis keeps taking control of the floor from you, Chair. I'm
finding it very difficult to follow. He keeps talking over you.

Is that part of the rules of the House? Can you talk over the
chair? If you want to bully your point across, do you just take the
floor? Is that how it works around here?



May 27, 2024 SECU-108 3

I'm finding this very difficult to follow, Chair, because you keep
getting talked over.

The Chair: Thank you very much for your point of order.
Mr. Garnett Genuis: The committee does not agree.
The Chair: Mr. Genuis, I have the floor.

In like manner as I just achieved approval of the committee to
approve the budget, I'm asking for the committee—

Mr. Garnett Genuis: No, Chair, there was unanimous agree‐
ment on the budget.

Mr. Taleeb Noormohamed: I have a point of order, Mr. Chair.
The Chair: They may have voted unanimously, but I did not ask

for unanimous consent.
Mr. Garnett Genuis: The committee agreed unanimously on the

budget.
Mr. Taleeb Noormohamed: It is noted in Bosc and Gagnon that

any efforts to undermine or disrespect the authority of the chair can
be considered disorder and misconduct. At this stage, Mr. Genuis'
language in respect of his conduct towards you and the function of
this committee, without having given you the opportunity to finish
what you were saying, would appear to now be sitting somewhere
in that zone.

Mr. Garnett Genuis: On that point, Chair....
The Chair: We'll suspend for a couple minutes so we can dis‐

cuss your other matter, but meanwhile, the chair is—
Mr. Garnett Genuis: There is not agreement.
The Chair: You do not agree.
Mr. Garnett Genuis: The committee does not agree.
The Chair: You do not agree.
Mr. Garnett Genuis: The committee does not agree. There is no

agreement of the committee.
The Chair: We'll suspend for five minutes.

● (1600)
_____________________(Pause)_____________________

● (1655)

The Chair: I call this meeting back to order—I hope.

There were a lot of serious negotiations in the back room.

Mr. Genuis, did you wish to speak on that point?
Mr. Garnett Genuis: Yes, Mr. Chair.

I think there's an agreement that we distribute the draft Bernardo
report, that an auto theft report be drafted and distributed, that in‐
vestigation of Bill C-70 begin on Thursday, and that we proceed
with the hearings as scheduled today.
● (1700)

The Chair: Do we have unanimous agreement?
That the draft report on the study of rights of victims of crime, reclassification
and transfer of Federal Offenders, be distributed immediately to committee
members; that the analysts prepare a draft report on the study of the growing
problem of car thefts in Canada and distribute it; and that the study of Bill C-70,
An Act respecting countering foreign interference, be initiated on Thursday,
May 30, 2024.

Some hon. members: Agreed.

The Chair: There's a question from the clerk about the auto theft
report. We haven't given instructions yet to the analysts.

Mr. Garnett Genuis: The analysts are very wise and capable
people.

The Chair: Well, that is true. That is an absolute. Let's leave it at
this point, where they can go forward as best they can, because they
teach us, anyway.

That being the case, we have unanimous consent for that agree‐
ment.

Are you clear, Mr. Clerk, on what that is?

Okay. Very well. Let us get back to Bill S-210.

Let me first acknowledge that Mr. Genuis was not wrong before.
I hate to say that, but it's true.

Mr. Garnett Genuis: Mr. Chair, I want to acknowledge that it
was very gracious of you, and I want to compliment you for saying
so. I want to say it's a credit to your character to acknowledge what
the rule is. I appreciate it.

The Chair: We're going to start hiring you for procedural ad‐
vice.

Mr. Noormohamed, go ahead, please.

Mr. Taleeb Noormohamed: I just want to say that we all man‐
aged to do this together. I think it is a very important signal that,
when we have a commitment to do something together and have
common purpose, we can actually get stuff done. I want to thank
my former colleagues from this committee, whom I miss dearly, for
allowing us to do this and for all working together.

Mr. Glen Motz: We're all going to the Canadian heritage com‐
mittee now.

The Chair: Actually, this process is not particularly unusual for
this place at this time of year, nor is the sudden rapprochement to‐
wards the end.

To our witnesses, thank you for waiting. We'll continue with your
remarks now, followed by questions. You were slated for a full
hour. We have resources to give you that full hour. Mr. Dufresne is
out there with Ms. Lara Ives. I've advised them that, when we start,
we will bring them in an hour later, so we will have that full panel,
as well.

That being the case, I would like to now welcome the witness
who is the sponsor of Bill S-210 in the Senate. I should note that
Senator Miville-Dechêne has been shepherding this bill through the
various processes since 2020. I think she's launched it four times.

Anyway, we're glad to at last have you able to speak.

We have the Honourable Julie Miville-Dechêne, senator. We also
have, as an individual, Jérôme Lussier, director of parliamentary af‐
fairs for the office of Senator Miville-Dechêne.
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I now invite the senator to make an opening statement of up to
five minutes.

Please go ahead.
Hon. Julie Miville-Dechêne (Senator, Quebec, ISG): Thank

you, Mr. Chair.
[Translation]

Thank you for the invitation to talk about Bill S-210. I'd be hap‐
py to answer questions in French, but I'm going to give my speech
in English, because that's the language in which most of the criti‐
cism has been voiced.

To answer your question directly, let me say the following: This
bill has been the subject of two studies at committee, because of the
election. We have heard from 24 witnesses and there were
28 briefs. So we can say that this bill has been thoroughly studied at
the Senate.
[English]

Bill S-210 seeks to apply to online porn the rules that normally
apply off-line. The bill does three things. First, it requires websites
that offer porn to verify the age of users before they can access that
content. Second, it sets up an enforcement mechanism that can re‐
sult in non-complying websites getting blocked in Canada. Third, it
provides that acceptable age verification methods will be decided in
regulation, to be adopted after consultation and with input from ex‐
perts. The bill specifies that any approved method must be reliable,
collect information solely for age verification purposes, destroy any
personal information once the verification is done and comply with
best practices.

Polls indicate that close to 80% of Canadians support age verifi‐
cation to access porn online, but Bill S-210 has been attacked, and I
want to correct some misrepresentations.

It has been said that no country has done this. This is false. Ger‐
many, France, the U.K., the European Union and several U.S. states
have passed laws and regulation to impose age verification to ac‐
cess porn. Spain is expected to launch a pilot project soon. Aus‐
tralia, which had paused this work, announced last week that it
would move ahead.

It has been painted as a partisan or ideological bill to control sex‐
uality. False. Age verification is supported by the socialist govern‐
ment of Spain and the conservative government in the U.K. In Cali‐
fornia, an age verification bill was recently approved unanimously
by two legislative committees. This is not partisan legislation.

It has been called an attack on free expression. False again. Bill
S-210 would not affect the availability of porn for adults; it would
simply prevent children from accessing it. In Europe, porn sites
have challenged age verification laws and have failed at every
stage. In the U.S.—a country known for its robust speech protec‐
tion—porn sites have challenged the laws and they have failed all
the way to the Supreme Court.

It has been said that age verification would mean submitting per‐
sonal identification to porn sites. False again. In Europe and else‐
where, age verification is typically done by third party companies
using methods that transmit no personal information to porn sites.

These are among the best practices we would expect in Canada as
well.

It has been said that this bill would block all forms of nudity.
False. The bill uses the standard definition of pornography found in
the Criminal Code. The bill also provides for usual exceptions for
art, science and education.

It has been said that this bill would impose age verification on all
websites. False. Bill S-210 only requires age verification to access
porn content. If a website contains porn and non-porn content, age
verification is only required to access the porn content.

It has been said that there's no way to check someone's age with‐
out compromising privacy. False. France is developing a double
anonymous method. The U.K. regulator has recommended age esti‐
mation approaches that collect no information. Australia has ex‐
plained its recent decision to move ahead with age verification by
saying that the technology it looked at only a year ago has already
improved.

Finally, it has been said that age verification is useless because
kids will find ways around it. This is once again false. Actual stud‐
ies show that only a small number of children know how to evade
these restrictions. It's possible that some older teenagers and adults
will use VPNs to bypass age verification, but it's highly unlikely
that large numbers of eight, 10 and 12-year-olds will do so.

I will be happy to take questions, but please, please, don't let
Canada be the last place on earth where pornographers are more
protected than children.

● (1705)

The Chair: Thank you very much. That was 11 seconds over
time. That's pretty good; we'll let it go.

We'll go to questions by Mr. Genuis for six minutes, please.

Mr. Garnett Genuis: Thank you, Senator.

I'm going to go quite quickly through a series of questions. I'd be
grateful if you could be as short as possible—even providing a yes
or no answer where appropriate.

You said that for the Senate study, there were 24 witnesses and
28 briefs. Is that correct?

Hon. Julie Miville-Dechêne: Yes. It was in two committees, be‐
cause we had to do it twice. The bill passed twice in the Senate.

Mr. Garnett Genuis: After those hearings, the bill was passed
unanimously and unopposed by all senators. Is that correct?
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Hon. Julie Miville-Dechêne: Yes.
Mr. Garnett Genuis: Okay.

Does Bill S-210 create or call for the creation of a digital ID?
Hon. Julie Miville-Dechêne: Absolutely not.
Mr. Garnett Genuis: Would it be possible to use the provisions

of this bill to create a digital ID?
Hon. Julie Miville-Dechêne: No. There's zero mention of a digi‐

tal ID in this bill.
Mr. Garnett Genuis: Thank you.

Bill S-210 requires that some age verification method be used,
but it does not prescribe the method. Is that correct? Why not ex‐
plicitly define the age verification method in statute?
● (1710)

Hon. Julie Miville-Dechêne: Well, this is how we write proper
legislation. Age verifications are technical by nature. We have said
in the bill—it's very clear in clause 11—that precautions have to be
taken, best practice has to be used and privacy has to be respected.
But to choose an age verification method in the bill would be a
grave error, because those techniques change. We want it in the reg‐
ulation that the specialists, the experts and the government choose
the best age verification method at the time that they will act on it.

Mr. Garnett Genuis: It's as technology evolves. Okay.

Are there age verification methods that do not involve identity
verification?

Hon. Julie Miville-Dechêne: Yes. I can quote from Ofcom,
which is the regulatory agency in Britain, on the kinds of age assur‐
ance that could be highly effective. They're at the stage of putting
in regulation. They have passed a whole bill about it. They mention
face age estimation. You've heard about age estimation. It works by
analyzing the features of a user's face to estimate their age, but
there's no collection at all of identity. It's done through estimation,
plus or minus two years.

That's one of them. There are obviously others.
Mr. Garnett Genuis: So there are others, besides the face

method, that would not involve looking at the face but also still
provide age estimation without identity.

Hon. Julie Miville-Dechêne: Absolutely.
Mr. Garnett Genuis: Could the verification process be done by

a third party, such that a person's identity could never be linked
with their pornography use habits, even if there were a data breach?

Hon. Julie Miville-Dechêne: Once again, if you look at our bill,
clause 11 says that “best practices” have to be followed. Obviously,
third party verification is one of the best practices. This is what
Germany, France and the U.K. are proposing or have implemented
already. The idea, obviously, is not to give any personal data to ei‐
ther porn sites or platforms on the web—

Mr. Garnett Genuis: Just to clarify, that separates the verifica‐
tion from the site.

Hon. Julie Miville-Dechêne: Yes.

Mr. Garnett Genuis: You get confirmation of age, and then you
take that somewhere else.

Hon. Julie Miville-Dechêne: Well, it's called, in fact, double
anonymity, because on one side, the third party does the verifica‐
tion with all the best practices and submits to all the privacy laws. It
just sends to the porn sites a token. The only question is whether
this customer is 18 years old or more. The porn site never knows
who is coming to the porn site.

Mr. Garnett Genuis: That's excellent.

Would the Privacy Act still apply? Does this bill amend or weak‐
en in any way the protections associated with the Privacy Act?

Hon. Julie Miville-Dechêne: It applies fully.

Mr. Garnett Genuis: Thank you.

Would this bill apply to educational materials, artwork involving
nudity or other depictions of the human body that are not porno‐
graphic in nature?

Hon. Julie Miville-Dechêne: No. As I said earlier, in clause 6
there's an exception for educational, scientific and artistic material.
All three are excluded from any age verification.

Mr. Garnett Genuis: Thank you.

In the absence of meaningful age verification, what is the aver‐
age age today at which children in Canada are accessing pornogra‐
phy?

Hon. Julie Miville-Dechêne: This is one of the worrisome fig‐
ures. The average age varies between, according to the studies, 11
and 13 years old, but you should know that in terms of the first en‐
counter with porn, 50% of 13-year-olds, 27% of 11-year-olds and
10% of nine-year-olds have already watched or been in contact
with porn. We're talking here about huge figures.

Mr. Garnett Genuis: Senator, that is horrifying to me. Those are
absolutely horrifying numbers.

Do you believe showing children sexually explicit pictures or
videos is a form of child abuse?

Hon. Julie Miville-Dechêne: I do, and because the Canadian
Centre for Child Protection has an extremely good reputation in
Canada, I will quote some of what they've said about the fact that
all children have access to porn without any kind of research on
their age.
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The centre says the harms to children exposed to sexually explic‐
it material include “difficulty forming healthy relationships”,
“harmful sexual beliefs and behaviours” and “a normalization of
sexual harm.” Because porn is there, it's normalized; the porn they
see, which can contain violence and degrading acts, is normal for
them, so obviously they're more susceptible to being harmed by a
pornographer.
● (1715)

The Chair: Thank you, Mr. Genuis.

We will go now to Mr. Noormohamed for six minutes, please.
Mr. Taleeb Noormohamed: Thank you so much.

It's nice to finally get to a place where we can have a good con‐
versation about this bill.

Senator, I think we all agree that what you are trying to accom‐
plish is very important, and I think there are many means by which
to do that. I would submit that Bill C-63 takes into consideration
many of the issues you seek to resolve.

One of the concerns I did want to hear from you on is the whole
issue of online privacy. Could you briefly explain what impact this
bill might have on online privacy for Canadians? Would there be
any concerns with respect to the privacy of online users?

Hon. Julie Miville-Dechêne: I have to say, first of all, that Bill
C-63 doesn't talk about age verification. There's nothing in this bill
about age verification—the words are not even used—and there's
very little on pornography. Bill C-63 talks about the very vague
concept of “age appropriate design”. It says there should be age-ap‐
propriate design; I'm sorry, but age-appropriate design is not age
verification. It could be at some point if a committee so decides, but
it's not in the bill. That's the first thing I wanted to say.

Regarding privacy, we have laws in Canada. Why would—
Mr. Taleeb Noormohamed: If I could, though, one of the con‐

cerns about this is the whole issue of personal information. Is that
right?

Hon. Julie Miville-Dechêne: Yes. I'm going to answer that now.

First of all, on this question, obviously we have privacy laws in
Canada. Why would those privacy laws suddenly not apply to any
company doing third party verification? That's nonsense.

I will quote some people who have more expertise on that than I
do. The Age Verification Providers Association says, “Privacy-pre‐
serving age verification technology is already used at scale; it is
highly effective and our members have already completed over a
billion age checks.” The AVPA also says that, “Age verification can
be designed to completely protect the identity of the users”.

Mr. Taleeb Noormohamed: On that basis, who would design
the technology you're proposing? What technology are you propos‐
ing would be used? Would it be private sector or government tech‐
nology?

Hon. Julie Miville-Dechêne: No, it would not be government
technology.

Mr. Taleeb Noormohamed: The private sector would be the en‐
tity that—

Hon. Julie Miville-Dechêne: First of all—

Mr. Taleeb Noormohamed: Let me finish the question.

What you're saying is the private sector would have access to in‐
dividual Canadians' data. Is that what you are suggesting?

Hon. Julie Miville-Dechêne: No, I'm suggesting that all of those
questions will be resolved in the regulations. What I'm saying to
you is that we have, in clause 11 of the bill, five principles that will
ensure privacy will be respected. I will read you the main one about
the age-verification method that will be chosen. It says it “main‐
tains user privacy and protects user personal information”.

Mr. Taleeb Noormohamed: On this point, though, one of the
concerns people have raised is that subclause 11(2) permits the use
of what some would argue are inherently unsafe age-verification
methods by Internet services, whether those are the uploading of
data or scanning of social media activity.

How do we assure Canadians they would not have to turn all this
information over in order for this age verification to take place?

One of the things I'm trying to make sure of is that we achieve
the goal.

● (1720)

Hon. Julie Miville-Dechêne: I'm not following you on sub‐
clause 11(2). What are you saying here?

Mr. Taleeb Noormohamed: Under subclause 11(2), as I read
it—and it could be my read of it—it would permit the use of any
number of options in terms of age verification.

Hon. Julie Miville-Dechêne: The options would have to follow
those rules because they're in the bill. No method that doesn't re‐
spect privacy could be chosen in regulation because regulation, as
you know, has to follow the principles that are in the bill.

Mr. Taleeb Noormohamed: Let me try to simplify this.

In order for someone's age to be verified, who would control,
hold, protect and safeguard the data that is shared?

Hon. Julie Miville-Dechêne: The way it is done in other coun‐
tries...for example, Germany has a system of accreditation. Some
companies that are specialists in age verification can apply. For
them to be accredited to do age verification on Canadians, they
would need an accreditation.

Mr. Taleeb Noormohamed: In that regard, though, you've seen
age restriction technologies and policies challenged in courts and
jurisdictions in the U.S. and in the U.K.
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How do we make sure that this doesn't end up with a challenge in
the courts?

Hon. Julie Miville-Dechêne: Up to now, in the U.S., the porn
companies that have sued have lost. Now in the U.S., which is real‐
ly very strong in terms of freedom of expression, there's already a
court decision that says that those laws are not unconstitutional.
That's really interesting because years ago it was the contrary.

Now the problem of young people—children—watching porn is
so prevalent that the courts have obviously changed their idea on it.
I would say also—

Mr. Taleeb Noormohamed: I want to be clear that nobody here
is saying let's give children unfettered access to porn, so let that not
be the message you're hearing.

What I am trying to do is to make sure that whatever we do does
not end up being challenged successfully in the courts.

For example, you've talked a little bit about the U.S. In the U.K.,
there has been a series of challenges and other jurisdictions have
seen challenges around this. In Canada, we have an ongoing debate
in respect of people's privacy.

How do we ensure that members of the LGBTQ2S+ community
in particular, and others, do not find themselves on the wrong end
of the long arm of the law? To be clear, this is not about saying let
us give unfettered access to pornography to children. Let that not be
the takeaway.

My question is, how do we handle this in a way that protects
young people, that provides people the assurance that what is being
done here falls within the grounds of Canada's privacy laws, and
that we're doing this in a manner that is consistent with the law?

The Chair: I'll let the Senator answer, and then we'll go to
Madam Michaud.

Hon. Julie Miville-Dechêne: On the question of lawsuits, in
France and Germany, all the lawsuits have been lost by the porn
companies, so we are not facing a great challenge at this point.

On your second question, this bill's goal is to protect all chil‐
dren—all minors—from porn. What you're saying here is that par‐
ticular members of the LGBTQ could be particularly vulnerable to
the privacy issue.

I haven't seen any study on that. We are saying that privacy will
be respected. On betting and on all kinds of other questions, we are
giving some of our identity to a lot of people. Why would it be dif‐
ferent here and why would this community be targeted?

I'm sorry, I don't get it. In Canada, with the laws we have, what
makes you think their names would come out?
● (1725)

[Translation]
The Chair: Ms. Michaud for six minutes.
Ms. Kristina Michaud (Avignon—La Mitis—Matane—Mat‐

apédia, BQ): Thank you, Mr. Chair.

Senator, thank you for coming. I'm eager to hear you speak about
Bill S-210, an important bill that aims to restrict young people's on‐
line access to sexually explicit material. We could also say that it

aims to protect young people from learning about sex from online
porn.

I liked the way you described the bill when you said that its pur‐
pose is to do online what we do offline. Things were much easier
when children weren't allowed to go to convenience stores to buy
magazines containing pornographic material. Now it's a little more
complicated, with everything available online.

You will have noticed though that this bill does not meet with
unanimous approval. The government voted against sending it to a
parliamentary committee for study. It's thanks to the vote of the oth‐
er opposition parties that the committee is able to study this bill to‐
day. I've read it and I think it's a good bill. In fact, the Bloc
Québécois supports it.

Age verification is obviously not a simple matter. We have read
about what's being done in other countries. You mentioned Ger‐
many, the UK, France, some US states, Spain and Australia, among
others. From what I have read about the concrete measures taken by
those countries, I note that the law has yet to be applied in many
cases, or that it will only be applied in future pilot projects. So we
don't necessarily have a clear indication of what is being done and
what Canada could do, or examples from which to draw inspiration.

I'd like to hear your comments on a question you raised earlier,
and I'll allow you to answer in French: Why did you choose to have
the operating provisions in the regulations rather than right in the
bill?

What kind of regulations would you like to see the government
put in place? Aren't you worried about putting everything in the
regulations, given that the government doesn't want anything to do
with Bill S-210?

Hon. Julie Miville-Dechêne: I'm going to start by talking about
other countries.

Germany has been verifying age for many years by means of
regulations. We also heard testimony on this subject at the Senate.
There have never been any leaks of personal information. There are
80 different systems, implemented in collaboration with accredited
third parties. So it's a system that works, because this country obvi‐
ously started regulating before Pornhub came along. However, in‐
ternational platforms refuse to comply.
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As for Great Britain, a first bill wasn't successful. A second one
has been passed, and they're working on regulations, which will be
forthcoming. I know their bill was one of the models that the Cana‐
dian government looked at, because it's quite rigorous, it took years
to prepare, and it's excellent. It deals extensively both with pornog‐
raphy and with the fact that both pornographic sites and social me‐
dia have to be addressed. Kids are looking at pornography on Twit‐
ter as much as on porn sites. So we have to worry about the whole
picture.

So there are countries that do verify age, but you're right: We're
still in the early stages. One cannot say that Germany is a tiny
country, though, and its system works. France will be moving
ahead in September.

To come back to your question about regulations, it's true that the
government has said quite clearly that it doesn't like my bill. How‐
ever, I'm one of those people who believes that governments have
responsibilities. I trust that, once the bill becomes law, the govern‐
ment will consult experts and look for the best age verification
methods, ones that will best protect Canadians. So I don't see why
there should be any bad faith with respect to regulations, since cre‐
ating a poor age-verification system won't benefit a single Canadi‐
an.

Ms. Kristina Michaud: Thank you.

In your opinion, would Germany be the best example to follow?
Hon. Julie Miville-Dechêne: No, it's one example.

I would say that the British law as drafted is far more similar to
those we produce in our legal system and government.

In the regulations to the act, there is now talk of age estimation,
age assurance. Yes, there are ID cards, and yes, there are more tra‐
ditional methods, but there is also age estimation. Without collect‐
ing any data, this method estimates a person's age to within two
years. If this method doesn't work, you can switch to another
method.

What's very interesting about the British is that they say it's the
responsibility of those who distribute pornography to ensure that
these methods, which would normally be applied by third parties,
work. So we're not taking responsibility away from the porn sites.
We're still saying that it's up to them, if there's a choice of methods,
not only to choose one, but also to make sure it works.

● (1730)

Ms. Kristina Michaud: I only have a few seconds left, but I
want to hear your thoughts on the fact that, according to the gov‐
ernment, we don't need Bill S-210, since there's Bill C-63. To my
knowledge, they're not the same at all. Bill C‑63 is extremely im‐
portant, to be sure, but it's not identical to Bill S‑210. Do you share
that opinion?

Hon. Julie Miville-Dechêne: I supported the first part of
Bill C‑63, which deals with the whole issue of children. There are
some very good things in there but, strangely, not a word about age
verification or pornography, which are nonetheless a major source
of harm associated with social media. I'm very disappointed. No
matter how many times I'm told that the commission that will be set

up one day might decide that age verification is the right way to go,
it doesn't reassure me. This is all setting us back.

For me, this is a pressing public health issue. For the past 15 to
20 years, our children have been subjected to unrestricted pornogra‐
phy, and it's changing the way they view sexuality. Sexuality should
be a wonderful thing, and I'm all for healthy sexuality, but that's not
what pornography shows. I understand that it's legal for adults, but
it was never meant to be consumed by children or used to teach
them about sex.

Not only does it take away all their dreams and any mystery, but
it also makes them adopt appalling behaviours that are more vio‐
lent. According to a study that completely blew my mind, over 47%
of young men and women say that sexual relationships are neces‐
sarily violent, and that girls expect it. Look where we've ended up.

The Chair: Thank you.

[English]

We'll go now to Mr. MacGregor.

You have six minutes, please.

Mr. Alistair MacGregor (Cowichan—Malahat—Langford,
NDP): Thank you very much, Mr. Chair.

Thank you, Senator, for joining us today to help inform the com‐
mittee on this bill.

I voted in favour of this bill at second reading. I agree with the
principle. Many of the members are parents—not only members
around this table, but members in the House of Commons—so we
come at this not just with a professional interest, but also with a
personal interest.

That being said, it's generated a lot of correspondence from a lot
of my constituents and, indeed, many people who know I'm a mem‐
ber of this committee. I come at this personally by trying to balance
parents' real concerns over children's access, but I also want to find
out a bit more about the people who are raising privacy concerns.
That's why I want to pay particular attention to this study.

One of the questions I have.... We have received a number of
briefs on this bill, as well as recommendations. One of the recom‐
mendations that came was with regard to the ability to verify users'
ages at the point of access on devices, rather than on websites.

Are you familiar with this technology?

Hon. Julie Miville-Dechêne: Yes. It's—

Mr. Alistair MacGregor: Can you explain the differences, and
why you chose one path over the other?

Hon. Julie Miville-Dechêne: This technology is promoted by
Ethical Capital Partners, which is now the new owner of Pornhub.
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They've been going around Parliament to promote this technolo‐
gy. When we met, I said to them, “Listen, if you think you can con‐
vince the big companies—Google and others—to do it, that's fine,
but at this point, we have porn sites that are responsible for having
let children watch porn for the last 20 years. They are saying, 'Oh,
no. We're not the ones that are going to verify their age. Let some‐
body else do it'”.

Obviously, to start with, it's a little strange, and then there's this
whole idea of having.... I have nothing against having some age
verification on the telephone, but nobody does it around the world.
This technology may be possible one day, but at this point, it's not
the case.
● (1735)

Mr. Alistair MacGregor: Is that because of the sheer variety of
devices out there? Some people might be using a laptop, a phone or
an old desktop computer.

Hon. Julie Miville-Dechêne: It's because you would have to
have a lot of.... Google, Microsoft and all of them would have to
agree to do that, and we have no indication at all that this is a new
method that some countries are using. Nobody has taken this route
yet.

I'm not saying it's not a great route, but it doesn't exist now.
Mr. Alistair MacGregor: I want to get into some of the weeds

of the bill. When I go through your bill, on page 3, there is sub‐
clause 6(2), "Defence—legitimate purpose":

No organization shall be convicted of an offence under section 5 if the act that is
alleged to constitute the offence has a legitimate purpose related to science,
medicine, education or the arts.

If I were to go out in the street and ask people about the term “le‐
gitimate purpose”, I think it's a term that's very open to interpreta‐
tion.

Can you explain how you see it as as the bill's sponsor?
Hon. Julie Miville-Dechêne: I understand that this defence is

used in different circumstances. Obviously, there is there a question
of interpretation. I would say that people say that essentially show‐
ing a nude on social media would be problematic. Not only do they
not understand this particular definition, but it's larger than that.
Sexually explicit material does not refer to simple nudity. It's a term
in the Criminal Code, and this definition is very specific.

I will read it in French. I'm sorry; I have to—
Mr. Alistair MacGregor: I don't need you to read it.

I have it in front of me, and it's in the Criminal Code.
Hon. Julie Miville-Dechêne: The goal has to be sexual in na‐

ture. It's not only nudity; it has to be there for excitement.
Mr. Alistair MacGregor: You feel that clearly helps define the

term “legitimate purpose”, the fact that it is in existence in the
Criminal Code. Okay, that's good. That's what I wanted to know.

The other part I wanted to get to is on page five, paragraph 9(5)
(a). This is about the effect of the Federal Court order. In this sec‐
tion, it says that the court order may have the effect of preventing
persons in Canada from being able to access material other than

sexually explicit material made available by the organization that
has been given notice.

What other material do you think could be prevented from peo‐
ple having access to it, and why did you include this section in the
bill?

Can you clarify this a little bit more for me?

Hon. Julie Miville-Dechêne: Okay. If you'll permit, I will an‐
swer in French on that.

[Translation]

First, it's important to understand that, before a website can be
blocked, the person responsible for it will receive a detailed notice.
They will then have 20 days to decide whether or not to comply
with the law. After that, the case will be referred to federal court,
which will deliberate to decide whether we've really reached the
stage where the site needs to be blocked. I want to say this because
it's a method that is in keeping with Canadian legal standards,
which protect those whom we want to punish by giving them the
recourse to speak in court and defend themselves.

If, after all that, the pornographic site is deemed not to be taking
action, the question of blocking arises. When an ISP is told that it
must block a site, it can do so. If a website contains both porno‐
graphic and non-pornographic material, once you block it, you're
blocking more than just the pornographic content. In this case, the
reason is simple: it's up to the site to decide whether or not it com‐
plies with the law. Let's take the analogy of a bar. If a bar lets mi‐
nors in and lets them drink alcohol, the bar will eventually lose its
liquor license, preventing it from serving alcohol not only to mi‐
nors, but also to adults.

● (1740)

[English]

The Chair: Thank you.

Mr. MacGregor, thank you.

[Translation]

I'm sorry; your time is up.

[English]

Mr. Genuis, you have five minutes.

Mr. Garnett Genuis: Thank you, Senator.

I think it's really important to clarify this issue of site blocking,
because I think there's been some misinformation around it. To be
really clear, and perhaps you can clarify this, but site blocking is
only a penalty for those who persistently violate the law. If I com‐
mit a crime, I might go to jail, and if I'm sent to jail, that violates
my mobility rights and my ability to do all kinds of other things
that I would normally be able to do. That's because I've committed
a crime, and I'm being penalized for it.
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In the same way, this bill isn't about site blocking in general. It
only allows that to be used as a penalty for those who persistently
refuse to follow the law.

Is that correct?
Hon. Julie Miville-Dechêne: This is correct.

I could add here that, in Germany, Twitter was carrying both
non-porn material and porn material. The government said, you're
not doing age verification. Finally, what happened was that Twitter
dropped all of their porn part. They decided by themselves because
they didn't want to be subject to the age verification law.

Twitter just had 60 pages off their site in Germany, so regulations
work. That's what I want to say here.

Mr. Garnett Genuis: Thank you.

On the social media issue, some critics have said that this would
apply to social media that chooses to host pornographic content and
show it to children, but the point would seem to me that if you can't
serve alcohol to children in a bar, you also can't serve alcohol to
children in an ice cream stand. If we determine that an activity
should be age-protected, then that age verification has to necessari‐
ly exist in every context where that content could be shown to chil‐
dren.

The solution is that it's not age verification for those sites in gen‐
eral, but it is specifically for the pornographic content we're talking
about, because Twitter shouldn't be allowed to show pornography
to nine-year-olds and neither should any other website.

Hon. Julie Miville-Dechêne: It's fairly easy to do because, if
you've been on Twitter and you've tried to find porn, you will see
that there's a page that announces that sensitive content is coming.

Twitter knows where it is, so it's easy to find and it can be age-
blocked, age-verified—all of those things work.

I would also expand on this analogy that children can't go in a
bar and drink, but they are allowed to go to a restaurant. The server
is not allowed to give them a drink.

It's not so much where, but it's the pornographic content that
we're aiming at. This is where it has to be stopped because it's obvi‐
ously not only with porn sites, but also on social media platforms.

This is where, many times, children have their first opportuni‐
ty—even pops-up—to see pornography.

Mr. Garnett Genuis: It seems obvious to me that in a world of
rapidly evolving technology, there's no way you could put in the
text of legislation precisely the kind of age verification method that
would be used. That would forestall the process of gradual im‐
provement in effectiveness.

For those who are skeptical of government power in general,
what are the safeguards on the regulation-making process that are
in the bill and that exist in general?

Hon. Julie Miville-Dechêne: I would go back to clause 11, be‐
cause this came out of the process in the Senate. This was an
amendment because, obviously, we heard the same concerns, so we
said, let's put real safeguards in the bill.

They are in clause 11. The method that will be chosen has to be
reliable, maintain user privacy and protect users' personal informa‐
tion, collect and use personal information solely for age verification
purposes, destroy any personal information collected for age verifi‐
cation purposes once the verification is completed—we're talking
here about destroying it—and then generally comply with the best
practices.

In truth, how could we have chosen an age-verification method?
I've been on this for four years and the world has evolved and tech‐
nology has evolved.

● (1745)

Mr. Garnett Genuis: Senator, that's extremely clear in the text
of the bill.

To conclude my questions, how do you account for the volume
of misinformation and outright disinformation?

I think some of it may be coming from certain industry groups,
but how do you account for the volume of just nonsense, frankly?
There are some people who are scared about what would happen if
this bill is passed because they don't understand what it's about at
all.

How do you account for that, and what's your response to that?

Hon. Julie Miville-Dechêne: It's easy to scare people with disin‐
formation. For me, I'm incapable of understanding that this false‐
hood becomes more important than protecting all children.

As we all know, our rights, defended by the charter, are not abso‐
lute. Yes, freedom of expression exists, and adults will continue to
be able to watch porn, but what about the children? They also have
rights.

The United Nations is asking countries now to have age-verifica‐
tion systems. When I started this bill, it was not as well known.
Now that time has passed it's a real public safety issue, and I think
it has to be addressed.

[Translation]

The Chair: Thank you.

[English]

Mr. Gaheer, go ahead, please, for five minutes.

Mr. Iqwinder Gaheer (Mississauga—Malton, Lib.): Thank
you, Chair.

Thank you, Senator, for appearing before the committee.

The legislation you've proposed doesn't include a definition of
sexually explicit material or pornography, but rather it refers to a
section of the Criminal Code about making sexually explicit mate‐
rial available to children. Is that right?
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Hon. Julie Miville-Dechêne: Yes.

Pornography, sexually explicit material, doesn't exist as such in
the Criminal Code with respect to adults. It exists only with respect
to child pornography. The known term is “sexually explicit materi‐
al.” I would read you the definition, because when we read—

Mr. Iqwinder Gaheer: Why didn't you provide a definition of
that in your proposed bill? Why are you relying on the definition?

Hon. Julie Miville-Dechêne: This is the way it's done. In the
definition, I'm referring to sexually explicit material. In bills, you
don't give the Criminal Code definition. It stands by itself in the
Criminal Code, because if the definition is changed, you don't want
that to affect your bill.

Mr. Iqwinder Gaheer: Sure, that's fair.
Hon. Julie Miville-Dechêne: I want to read into the record what

it is.

No? You don't want me to read it?
Mr. Iqwinder Gaheer: It's just that I have limited time. I do

want to get on to my question if that's okay. I apologize.

As you are relying on that external definition, were you aware
that the majority of online streaming organizations—we can think
of household names like HBO, Hulu and Netflix, which are com‐
monly available to families across this country—are not accessed
for their pornographic content? They do host content that some‐
times does contain sensitive aspects and some aspects of sexually
explicit material. Were you aware that they would also be implicat‐
ed within the wording of the bill as it's currently presented?

Hon. Julie Miville-Dechêne: No, I didn't consult with them.

I think you have to understand the definition of sexual—
Mr. Iqwinder Gaheer: I apologize—
Hon. Julie Miville-Dechêne: It's not just nudity and it's not just

sensitive material.

I will quote Professor Trudel, who's a specialist on these ques‐
tions:
[Translation]

In Sharpe, the Supreme Court of Canada clarified that the expression “explicit
sexual activity” refers to intimate sexual activity represented in a graphic and
unambiguous fashion, and intended to cause sexual stimulation to those who
consume such material.

We're not talking about trivial images here.
● (1750)

[English]
Mr. Iqwinder Gaheer: I'm sorry, but I do have to interrupt.

The aspect I'm reaching out about is that when you have online
content, especially on Netflix, HBO or Hulu, the interpretation
could be different depending on whether it's meant to include a
scene or an entire movie.

Do you believe that the non-pornographic content in these shows
that are available across this country should be evaluated and regu‐
lated and should carry the same legal liability as would content that
you propose to capture under your bill?

Hon. Julie Miville-Dechêne: No.

I don't really get your question in the sense that there are two dif‐
ferent things. You know, scenes of nudity or scenes of love are not
the same as sexually explicit material. It has been defined by the
criminal court. It's been refined by the jurisprudence.

We're talking here about the equivalent of pornography. It's just
that the expression used in the Criminal Code is “sexually explicit
material”. It's the same thing.

Mr. Iqwinder Gaheer: The worry is that the wording of the bill
as it's currently presented is overly broad and will capture these ar‐
eas of content that are widely available in Canada.

Hon. Julie Miville-Dechêne: This is the definition in the Crimi‐
nal Code. There's a definition of pornography. It's “sexually explicit
material”. If you don't use this definition, what else do you use?

The idea here is to protect the children, the minors, from pornog‐
raphy. This is the tool we have that has been of service for decades
on that matter.

Mr. Iqwinder Gaheer: Sure. As this bill was being drafted, and
the language was being drafted, were there any consultations done,
or any sort of work done to ensure that content that's not supposed
to be covered is not covered?

Hon. Julie Miville-Dechêne: Yes. I told you that Pierre Trudel
was one of the experts testifying, and we have, obviously, consulted
with experts.

I have been working on this bill for four years, so, obviously, it's
not a perfect bill. Sexually explicit material refers to things that are
there to excite with close-ups of sexual organs. We are not talking
here about very rosy pictures. This is very different. I have watched
pornography to prepare this bill. You would not find it difficult to
differentiate what you see on HBO and what you see on a porn site.
I'm sorry to say that it's very, very different.

The Chair: Thank you.

We will have to wrap that up.

[Translation]

I'll now give the floor to Ms. Michaud for two and a half min‐
utes.

Ms. Kristina Michaud: Thank you, Mr. Chair.

Senator, this is a very interesting conversation. I imagine that it's
something you've had to constantly repeat over the past four years.

You said that the bill had been the subject of two studies at the
Senate. Inevitably, changes have been made, including to sec‐
tion 11. You talked a bit about it earlier, saying that there were con‐
cerns about access to personal information or privacy.
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Could you tell us about the changes made to the original bill and
whether, in your opinion, those are changes for the better?

Hon. Julie Miville-Dechêne: Yes. I totally agreed with the
changes to the first version of the bill.

Let's not forget that I started to work on this bill during the pan‐
demic when everything was so complicated. We made corrections.
In particular, I introduced amendments to correct two errors.

The first mistake was that, initially, individuals and not organiza‐
tions were named in the offence. That created the risk of complicat‐
ing the lives of sex workers in particular. We didn't want to target
those individuals, but rather the organizations stipulated in the
Criminal Code. So we made that change.

We've also greatly strengthened the second section of the bill to
allow recourse to federal court. Initially, as in some countries where
a site is blocked when an offence has been observed or when a site
doesn't comply with the law, a site could be blocked if the designat‐
ed authority deemed it necessary. We added recourse to federal
court precisely to ensure that there would be no political or ideolog‐
ical intervention in these decisions, and that they were really made
on the basis of facts that could be cross-checked by the court.
● (1755)

Ms. Kristina Michaud: The bill sets out the date that the legis‐
lation but not the regulations would come into force. In a bill such
as this, is it possible to stipulate that the regulations on age verifica‐
tion must come into force before a specific year?

We worked on Bill C‑21, but the regulations that followed the
passage of the old Bill C‑71 weren't even in force yet. It took sever‐
al years for that to happen.

How can we make sure that the government works quickly on an
age-verification system if this bill ultimately passes?

Hon. Julie Miville-Dechêne: You have to live on hope. You're
absolutely right. Age verification has to be perfected, the regula‐
tions have to be ready for this bill to come into force. I think one
year is a reasonable period, given that we'll be able to see what's
being done in France and Great Britain, two countries we know
well and which will have all the necessary framework and regula‐
tions in place within the coming months. The government will
therefore have examples to follow.

The Chair: Thank you, Ms. Michaud.
[English]

We will go now to Mr. MacGregor, for two and a half minutes,
please.

Mr. Alistair MacGregor: Thank you, Mr. Chair.

Senator, I think the one part I wanted to focus on—as my col‐
leagues have—is the regulations section of this bill and specifically
clause 11. Now, subclause 11(1) is very easy to understand, but on
subclause 11(2), I had some questions about the wording, because it
says:

Before prescribing an age verification method under subsection (1), the Gover‐
nor in Council must consider whether the method

Then you have points (a) through to (e). I question the choice of
the wording “must consider”, because that seems to give the gov‐

ernment a way out, like, “Oh, we considered these five points”.
Wouldn't it be stronger to say something like “the Governor in
Council must verify that it is reliable, that it maintains privacy, that
it collects and uses personal information solely for age verifica‐
tion”?

For me as a parent looking at this, if I actually had wording in
the bill that the Governor in Council must do this rather than con‐
sider it.... Do you see where some people might have concerns?
The language in the bill might be giving the government a way out.
Yes, it has to consider it, but it doesn't have to verify that it's actual‐
ly in place.

Hon. Julie Miville-Dechêne: I would say that obviously “con‐
sider” has some strength, but the age verification methods are all
different. From my reading, some of those won't apply. If you do
age estimation, for example, you're not collecting personal data, so
some of those rules will not apply. Depending on the age verifica‐
tion that will be put in place, you will use them or less.... I think
that's why there was prudence in choosing “consider” instead of
“must apply”.

Mr. Alistair MacGregor: Okay. That was the rationale. It was
because of the different technologies that are out there. They
wouldn't necessarily all satisfy all of these points.

Hon. Julie Miville-Dechêne: No.

Mr. Alistair MacGregor: Given the privacy concerns that are
being expressed, wouldn't we want them all to comply with these
points? I don't know if you would want four out of five in this case.
Would you?

Hon. Julie Miville-Dechêne: If there's no collecting of personal
information, it doesn't need to apply.

Mr. Alistair MacGregor: Right.

Hon. Julie Miville-Dechêne: I think it leaves some leeway for
the different methods chosen, but I take your point.

The Chair: Thank you, Mr. MacGregor.

We will go to Mr. Shipley for five minutes, please.

Mr. Doug Shipley (Barrie—Springwater—Oro-Medonte,
CPC): Thank you, Chair.

Thank you, Senator, for being here today.
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My first question has to do with.... I wasn't sure, but someone
earlier in the hour—I'm not sure if it was the chair or you, Sena‐
tor—mentioned that you've tried four different times—I believe
that was the number—to get this bill through. Could you expand on
that? Where and why has that been stopped other times?

Hon. Julie Miville-Dechêne: That's interesting. It's been all my
life in the four last years.... Well, not all of it, because I'm a senator
on other things, too, but yes, I started in 2020. In fact, I started
when I went to demonstrate in front of Pornhub against illegal sex‐
ual material. You know, they had child pornography. There were
some really serious accusations and allegations of child pornogra‐
phy, so I went there. After the demonstration, I started to talk to
myself: “What are the children doing during this pandemic?” They
were on their screens. That's where the whole idea started to be‐
come real.

Starting in 2020, I had a first round with my bill, which went
through the committee. I had tough questions and a lot of questions.
I made some changes. We were still in the pandemic, and then the
election was called. In this process, the bill was passed in the
Senate and then it died. Then it was off the books, so I had to start
all over again after the election, from first reading, and do the
whole process again with different people in the committee. The
more I went through it, the more supporters I had. At the end, there
was no opposition in committee and no opposition in the Senate
when this bill was passed.

It took a long time, but I'm told that it's not completely out of the
ordinary that private members' bills can take time. In this case, I
was not served because of the election arriving at the time that it
arrived.

● (1800)

Mr. Doug Shipley: Thanks. I'm glad I asked that, because I
thought the number was four. It sounds like it's been twice. Thanks
for the clarification on that.

One of the concerns, obviously.... I don't think anybody in this
room feels that children should be accessing any types of pornogra‐
phy, but one of the issues, quite frankly, is the age verification and
the process. You mentioned and the bill mentions that this is going
to be done by a third party company. Are there currently any Cana‐
dian companies that do this type of business? Who would they do it
for? I mean specifically the age verification.

Hon. Julie Miville-Dechêne: Yoti is one of the main players. It
has a place of business, I think, on the west coast, but it's originally
from Britain. Yoti is one of the big players in age verification.

There are many of them, but I think, as for Canadian.... There is
one in Ontario.

Mr. Doug Shipley: I'm sorry to interrupt, though. Do you know
who or what...?

There's a joke there, but I'll leave Mr. Bittle alone on that one. He
really threw me off.

Hon. Julie Miville-Dechêne: Was it about using Yoti?

Mr. Chris Bittle (St. Catharines, Lib.): I'm sorry.

Mr. Doug Shipley: Who or what industries are they age verify‐
ing? You mentioned the company, but what are they doing now—
for whom and for what?

Hon. Julie Miville-Dechêne: Well, that's a good question.

I know there is age verification, for example, in online betting.
However, is it done by an age verifier or, in this case, by credit
card? I don't think we have a lot of age verifying in Canada.

I'm sorry. I'm not able to intelligently answer your question. Do
you want me to send you an answer?

Mr. Doug Shipley: An answer would be good, because, as I
said, I'd like to know.

Hon. Julie Miville-Dechêne: I think I have not researched that
part.

Mr. Doug Shipley: Look at that. I've thrown you right for a
loop, so there you go. That's why we're here.

Yes, I would like to know the names of a couple of companies
and what industries they're currently doing age verification for.

One of the other studies we recently did in here was about cyber‐
security. It was astounding to hear about some of the companies,
governments and big organizations that have been hacked. A lot of
private information has been taken or ransomed.

Are you concerned about that at all, with this? We heard of one
Canadian company. I'm sure there are others, hopefully. We don't
know the size of them. We don't know who they're doing.... Do you
have any concerns about security and cybersecurity?

Hon. Julie Miville-Dechêne: I think we're all concerned. We
have companies like Desjardins in Quebec, where we put our mon‐
ey and which have those types of problems. It can obviously hap‐
pen everywhere.

However, I am wondering why it would be more of a risk with
pornography than with banking and all kinds of other sectors. Once
you start to be on the web, transmit information on the web and do
banking on the web, all those things exist. However, as I said on
this question, Germany has the longest experience, but there have
not been les fuites de données or big scandals on that side with data
privacy.

● (1805)

The Chair: Thank you, Madame.
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Before I carry on, feel free, obviously, to submit any further in‐
formation you may wish to the committee.

Hon. Julie Miville-Dechêne: Yes, I will, because I am excited to
answer a good question.

The Chair: It will be distributed.

We'll go now to Mr. Bittle for the hammer.

You have five more minutes.
Mr. Chris Bittle: Thank you very much, Mr. Chair.

Before I ask my question, Senator, I want to say that I think we
all appreciate the goal you're trying to accomplish. I just have many
concerns about how we're attempting to accomplish this.

I'll give you an example.

One of my favourite shows of all time is Game of Thrones. I love
that show. I became obsessed with it and watched it throughout. I'm
watching the spinoffs. It's on a Canadian provider—Crave. It would
be covered by this legislation, as it's defined. I have staff who I
know are fans of Bridgerton on Netflix, which is another Internet
service provider that provides what is defined as “sexually explicit
content”.

I know you're trying to prevent children from seeing pornogra‐
phy, but you didn't define “pornography” in your legislation. You
defined “sexually explicit material”. Things like the shows I men‐
tioned, and even Academy Award-winning movies, such as
Schindler's List, The English Patient, Shakespeare in Love, Gladia‐
tor, Crash, 12 Years a Slave, The Shape of Water, Green Book and
Parasite, based on the definition in the Criminal Code, would all be
covered.

My question to you is this: Why use this overly broad definition?
Why didn't you come up with a stronger, stricter definition of
“pornography”, rather than using the “sexually explicit” definition
in the Criminal Code?
[Translation]

Hon. Julie Miville-Dechêne: Mr. Bittle, I'll respond in French, if
you don't mind.

First, I completely disagree with your premise, since neither
Game of Thrones nor Bridgerton—which I watch religiously—con‐
tain pornographic or sexually explicit material—
[English]

Mr. Chris Bittle: Pardon me.
[Translation]

Hon. Julie Miville-Dechêne: —as defined in the Criminal Code.
I don't think you're referring to the definition of “sexually explicit
material” as set out in the Criminal Code.
[English]

Mr. Chris Bittle: I'm sorry to interrupt you there, Senator. I don't
have much time. I'm looking right at the definition now—subsec‐
tion 171.1(5)—and this is for “sexually explicit material”. It says:

the dominant characteristic of which is the depiction, for a sexual purpose, of a
person's genital organs or anal region or, if the person is female, her breasts;

That is very broad when it comes to what Canadians see on tele‐
vision, which they access without a digital ID. You're proposing to
change or alter that. I think Canadians expect that when they go on
to Netflix or Crave or platforms such as Amazon Prime that they're
able to access these shows without a digital ID to do so.

There's an old Supreme Court decision in the United States about
pornography—“I know it when I see it”. You're kind of making that
position now and pointing us to this Criminal Code definition; but
it is very broad, Senator, and it is going to capture so much more
content than I know you don't intend to. However, this is the lan‐
guage of the legislation.

How can Canadians be assured that they won't be brought into
this based on the wording of the legislation that I've just read—and
I know you've been trying to read it to some of my other col‐
leagues.

Hon. Julie Miville-Dechêne: Yes, because contrary to you, I
don't think this is that broad. I believe that if you look at the ju‐
risprudence on how those particular three words have been inter‐
preted by courts.... You will see earlier that I quoted Professor
Trudel, who was quoting the Sharpe decision.

● (1810)

Mr. Chris Bittle: Is he a judge?

Hon. Julie Miville-Dechêne: No, he's not a judge, but he's a le‐
gal expert.

You're right that we can always say there's a danger. However,
what kind of definition would we suggest?

Mr. Chris Bittle: Again, Senator, you're in a “we know when we
see it” kind of item. I don't have much more time left. You've left
this very vague for the agency that's going to police this.

Really, the only agency that exists, which the federal government
has, is the CRTC. Is this whom you expect will be policing this leg‐
islation?

Hon. Julie Miville-Dechêne: I did not include it, because I
didn't want to have to weigh in on that. I think those decisions—

Mr. Chris Bittle: However, that's the most likely agency to deal
with it, yes or no?

Hon. Julie Miville-Dechêne: Um....

Mr. Chris Bittle: Is it the RCMP?

Hon. Julie Miville-Dechêne: No, no. It's just that—

Mr. Chris Bittle: It will be the CRTC. They are the most likely
competent agency to deal with this, basically.
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Hon. Julie Miville-Dechêne: It has remained undefined, be‐
cause, as you know, your own government these days is trying to
have a commission, an ombudsman, and all of those things.

Mr. Chris Bittle: However, you'll agree with me that it's most
likely the CRTC. You don't want it in there, because it wouldn't be
popular, but you'll agree with me that the CRTC is the most likely
agency to deal with this.

Hon. Julie Miville-Dechêne: I'm not agreeing with you.
Mr. Chris Bittle: Is some mythical agency that the government

will create—a better agency to deal with it?
Hon. Julie Miville-Dechêne: Mr. Bittle—
Mr. Chris Bittle: With respect to agencies that exist, Senator,

you'll agree with me that this is the agency that is most likely to po‐
lice this particular piece of legislation.

The Chair: You may answer, and then we're going to have to cut
it off.

Hon. Julie Miville-Dechêne: Well, I'm not going to be pushed to
answer a question like “you'll agree with me”. It's not the kind of
question I like. We have not defined in the bill who it is, so you can
certainly think what you're thinking, but I would come back to the
following fact. What would you have done to define pornography
without taking the definition in the Criminal Code, which is one of
our main laws in Canada, and which is serious, which has been in‐
terpreted by all the courts as being pornography, not as being artsy
pictures of whatever?

You're right that there's a dose.... It's not scientific, but I would
say this definition is pretty good and has been used in the past to
show that this is not light.... This is pornography we're talking
about when we're using sexually explicit material.
[Translation]

The Chair: Thank you.
[English]

Hon. Julie Miville-Dechêne: Therefore, we disagree.
The Chair: Thank you both.

Thank you to Mr. Lussier and the senator for bearing with us
here tonight.

That concludes this portion of the meeting. We'll suspend and
bring in the next panel.

We're suspended.
● (1810)

_____________________(Pause)_____________________

● (1815)

The Chair: I call this meeting back to order.

I would like to welcome our witnesses for this second hour.

From the Office of the Privacy Commissioner of Canada, we
have Mr. Philippe Dufresne, the Privacy Commissioner of Canada,
and Lara Ives, executive director of the policy, research and parlia‐
mentary affairs directorate. From the Department of Canadian Her‐
itage, we have Owen Ripley, associate assistant deputy minister of

cultural affairs; Katie O'Meara, policy analyst; and Galen Teschner-
Weaver, policy analyst.

Mr. Dufresne, thank you for waiting. You've been very patient. I
now invite you to make an opening statement of five minutes,
please.

● (1820)

[Translation]

Mr. Philippe Dufresne (Privacy Commissioner of Canada,
Office of the Privacy Commissioner of Canada): Thank you,
Mr. Chair.

Thank you to the Members of the Committee for this invitation
to appear on your study of Bill S‑210, An Act to restrict young per‐
sons’ online access to sexually explicit material.

As Privacy Commissioner of Canada, my mandate is to protect
and promote individuals’ fundamental right to privacy. This in‐
cludes providing advice, guidance, and recommendations for pro‐
tecting personal information, and overseeing compliance with
Canada’s two federal privacy laws—the Privacy Act, which applies
to federal government institutions, and the Personal Information
Protection and Electronic Documents Act, which is Canada's feder‐
al private-sector privacy law.

In January, I launched my Strategic Plan for my Office which is
focused on three priority areas: maximizing the OPC’s impact in
promoting and protecting the fundamental right to privacy; address‐
ing and advocating for privacy in this time of technological change;
and championing the privacy rights of children.

[English]

I support the purposes of Bill S-210, which include protecting
the mental health of young people from the harmful effects of being
exposed to sexually explicit material, but the bill raises some priva‐
cy implications, and I would propose some changes to address
them.

As drafted, the bill provides that any organization that makes
sexually explicit material available online to a young person for
commercial purposes is guilty of an offence and liable to a fine that
would increase in amount, depending on whether it was a first or
subsequent offence. A defence is available if an organization be‐
lieved the young person was at least 18 years of age, having imple‐
mented a prescribed age verification method to limit access to the
sexually explicit material.
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Age verification can raise privacy implications, as it generally re‐
quires the collection of personal information, which could include
biometrics or identity documentation. As drafted, the bill would ap‐
ply to services, such as social media and search engines, that may
make available some sexually explicit material, but may be primari‐
ly focused on other content. This could result in age verification re‐
quirements, including when the majority of content may not be of a
sexually explicit nature.

To address this, the committee could consider restricting the re‐
quirement for age verification to websites that primarily provide
sexually explicit material for commercial purposes.
[Translation]

Before prescribing an age-verification method, the Governor in
Council would need to consider certain criteria, including whether
the method maintains user privacy and protects users’ personal in‐
formation. These criteria are important and beneficial.

I would recommend adding additional criteria to the list to ensure
that the prescribed methods are sufficiently privacy protective.
Specifically, this could include assessing whether the prescribed
methods are proportionate and limit the collection of personal in‐
formation to what is strictly necessary for the verification. Age-ver‐
ification methods should also prevent tracking or profiling of indi‐
viduals across visits to websites or services.
[English]

Internationally, various jurisdictions have taken action to prevent
children from accessing pornography, but some of these laws have
a narrower application than Bill S-210. For example, Texas and
Utah only require age verification measures on sites that meet a
certain threshold of pornographic content. Some regulators have al‐
so worked to mitigate the privacy risk associated with the use of
age verification technologies. For example, Spanish and French
regulators have worked with researchers to develop and evaluate
potential age verification mechanisms.
[Translation]

My office is conducting further research in this area and is a
member of an international working group with other privacy regu‐
lators to share information on age-verification methods and learn
from each other’s experiences. Notably, members of this working
group intend to publish a joint statement of principles for age assur‐
ance later this year. My office is also developing guidance for orga‐
nizations on age assurance and privacy, and will launch an ex‐
ploratory consultation on this next month.
● (1825)

[English]

Finally, should Bill S-210 be adopted, I would be happy to pro‐
vide advice on regulations that pertain to privacy and the protection
of personal information at the appropriate time. I will be pleased to
take your questions.

Thank you.
The Chair: Thank you, Mr. Dufresne.

We'll go now to Mr. Ripley.

I invite you to make an opening statement of up to five minutes.

[Translation]

Mr. Owen Ripley (Associate Assistant Deputy Minister, Cul‐
tural Affairs, Department of Canadian Heritage): Mr. Chair,
thank you for inviting me to discuss Bill S‑210. As the associate as‐
sistant deputy minister for cultural affairs at the Department of
Canadian Heritage, I will be responsible for the Online Harms Act
that is being proposed as part of Bill C‑63.

While Bill C‑63 was being drafted, the department heard directly
from experts, survivors from civil society and members of the pub‐
lic on what should be done to combat the proliferation of harmful
content online.

A common theme emerged from these consultations: the vulnera‐
bility of children online and the need to take proactive measures to
protect them. With this in mind, the future online harms act propos‐
es a duty to protect children, which will require platforms to incor‐
porate age-appropriate design features for children. Bill C‑63 also
proposes a specialized regulatory authority that will have the skills
and expertise to develop regulations, guidance and codes of prac‐
tice, in consultation with experts and civil society.

[English]

Bill S-210 seeks to achieve a similarly admirable goal of protect‐
ing children online. However, the bill is highly problematic for a
number of reasons, including a scope that is much too broad in
terms of regulated services, as well as regulated content; possible
risk to Canadians' privacy, especially considering the current state
of age-verification frameworks internationally; structural incoher‐
ence that seems to mix criminal elements with regulatory elements;
a troubling dependence on website blocking as the primary enforce‐
ment mechanism; and a lack of clarity around implementation and
an unrealistic implementation timeline.

I'll briefly unpack a few of these concerns in greater detail.
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As drafted, Bill S-210 would capture a broad range of websites
and services that make sexually explicit material available on the
Internet for commercial purposes, including search engines, social
media platforms, streaming and video-on-demand applications, and
Internet service providers. Moreover, the bill's definition of sexual‐
ly explicit material is not limited to pornography but instead ex‐
tends to a broader range of mainstream entertainment content with
nudity or sex scenes, including content that would be found on ser‐
vices like Netflix, Disney+, or CBC Gem. Mandating age-verifica‐
tion requirements for this scope of services and content would have
far-reaching implications for how Canadians access and use the In‐
ternet.

While efforts are under way globally in other jurisdictions to de‐
velop and prescribe age-verification technologies, there is still a
lack of consensus that they are sufficiently accurate and sufficiently
privacy-respecting. For example, France and Australia remain con‐
cerned that the technology is not yet sufficiently mature, and the
testing of various approaches is ongoing. Over the next couple of
years, the U.K. will ultimately require age assurance for certain
types of services under its Online Safety Act. Ofcom is currently
consulting on the principles that should guide the rollout of these
technologies. However, the requirement is not yet in force, and ser‐
vices do not yet have to deploy age assurance at scale. In jurisdic‐
tions that have already moved ahead, such as certain U.S. states or
Germany, there continue to be questions about privacy, effective‐
ness and overall compliance.

In short, these international examples show that mandates re‐
garding age verification or age assurance are still a work in
progress. There is also no other jurisdiction proposing a framework
comparable in scope to Bill S-210. Website blocking remains a
highly contentious enforcement instrument that poses a range of
challenges and could impact Canadians' freedom of speech and
Canada's commitment to an open and free Internet and to net neu‐
trality.
● (1830)

[Translation]

I want to state once again that the government remains commit‐
ted to better protecting children online. However, the government
feels that the answer is not to prescribe a specific technology that
puts privacy at risk and violates our commitment to an open Inter‐
net. It is critical that any measures developed to achieve this goal
create a framework for protecting children online that is both flexi‐
ble and well-informed.

Thank you for your attention. I look forward to any questions
you may have.

[English]
The Chair: Thank you for your remarks.

We'll now go to our questions.

We'll start with Mr. Caputo, for six minutes, please.
Mr. Frank Caputo (Kamloops—Thompson—Cariboo, CPC):

Thank you very much, Chair, and thank you to the witnesses for be‐
ing here on this important matter.

It goes without saying that everybody around this table believes
that protecting children from materials they shouldn't be consuming
is of great importance, particularly sexually explicit materials. I
have a 10-year-old son, and it's, unfortunately, time to have the talk.
We heard in the senator's prior testimony that about 10% of nine-
year-olds... I believe that was the statistic. I had to step out, but I
was going to verify that statistic. Clearly, there is a pressing and
substantial public interest in restricting children from this type of
material.

To the Privacy Commissioner, did you appear at the Senate com‐
mittee, or send any briefs, or anything like that?

Mr. Philippe Dufresne: No, I did not.

Mr. Frank Caputo: Thank you.

The focus of a lot of what I'm looking at here... The Privacy
Commissioner did speak about regulations.

Could any of the concerns you mentioned be allayed through ap‐
propriate regulations?

Mr. Philippe Dufresne: I mentioned one aspect with respect to
the scope of the organizations captured, so that may be something
that would require a change to the statute. However, yes, as to the
regulations, we recommend necessity and proportionality. We rec‐
ommend no tracking of individuals with this information. These are
consistent with international best practices and agreements between
my colleagues.

They could be put into regulations. If the statute adds the criteria,
it just provides more certainty that the government will follow
through on that. Either way, I will certainly be making recommen‐
dations to the government at the recommendation stage with re‐
spect to those contents.

Mr. Frank Caputo: For example, on the tracking of individuals,
I'm looking at the regulations section. I'm focused on subclause
11(2). You're probably well aware of that subclause. I'll let you find
subclause 11(2).

Mr. Philippe Dufresne: I didn't hear the end of your question.

Mr. Frank Caputo: Could turn to subclause 11(2), please?

Mr. Philippe Dufresne: Yes.

Mr. Frank Caputo: When we're looking at the tracking of indi‐
viduals, which is something that, as Privacy Commissioner, is prob‐
ably chief or salient among your concerns... When I look at para‐
graphs 11(2)(c) and 11(2)(d), they state:

(c) collects and uses personal information solely for age-verification purposes,
except to the extent required by law;

(d) destroys any personal information collected for age-verification purposes
once the verification is completed;

Especially, when it comes to paragraph 11(2)(d), does that not
address the concern with tracking? My reading of the legislation is
that tracking wouldn't be permitted on that basis.
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Mr. Philippe Dufresne: I want to make sure there is as much
clarity as possible on those points.

Certainly, that would be an argument to put forward in making
sure that the regulations preclude that. If that were the understood
interpretation by the government in adopting the regulation, that
would lead to the right outcome.

I am flagging that monitoring, profiling, or using this for adver‐
tising, or any other different purpose, is a concern. We should be
explicit about that, either in the statute, or, at minimum, in the regu‐
lations themselves.

Mr. Frank Caputo: The reason I'm asking this is not to push
back, but just to give you my reading, because when I read para‐
graph 11(2)(c), for instance, it says, “collects and uses personal in‐
formation solely for age-verification purposes”. When I read that,
to me that would preclude the use of this information for marketing.
I don't think you can get much clearer than the term “solely”, for
instance.

Do you see where I'm coming from there?

● (1835)

Mr. Philippe Dufresne: I understand that. When we're looking
at age verification, given some of the concerns, and in order to pro‐
vide information to Canadians to reassure them about what we are
talking about here, it's whether there is a clear contradiction be‐
tween age verification and privacy. The answer is no. You can have
both of those things, but you need to have an age verification sys‐
tem that is appropriate and designed with privacy top of mind.
Again, it's making sure this is not information that can lead to those
outcomes.

Mr. Frank Caputo: Where I'm going with this is that when I
read subclause 11(2), it's my view that an appropriate balance can
be struck based on the instructions that this section gives us in
terms of how the regulations should operate. In other words, data is
only to be used for age verification. It's not to be used for any other
reason and it is to be destroyed once the goal—as in age verifica‐
tion—has been accomplished.

To me, that seems like it's going fairly far in addressing any pri‐
vacy concerns. The whole point here is to preclude children from
accessing harmful information.

We're saying that they have to record it only for this purpose,
they can't use it for any other purpose, and they must destroy it. I'm
just trying to see how we could actually go any further in regulation
than that.

Mr. Philippe Dufresne: Other data protection authorities—for
instance, my Spanish colleagues—have set this out explicitly as a
principle, saying that this should not be used for tracking and this
should not be used for profiling. Therefore, I think being absolutely
clear on that, either in the bill or in the regulations themselves, is
important.

Technology can evolve. Tracking technologies can evolve. This
has to be technology neutral. We need to make sure that the princi‐
ple will capture whatever advances in technology and that it is used
to verify age and for nothing else.

Mr. Frank Caputo: I think the fact that it could be used in regu‐
lation satisfies where I was going.

Thank you very much.

The Chair: Thank you, Mr. Caputo.

We go now to Mr. Bittle for six minutes, please.

Mr. Chris Bittle: Thank you so much, Mr. Chair. I'd like to
thank the witnesses for being here.

I agree with Mr. Caputo in that, around the table, I think we'd all
like to see the same thing, of children not having access to it.

I'd like to start with Mr. Dufresne.

You mentioned in your comments changes required perhaps to
narrow the focus of the legislation. I mentioned in previous ques‐
tioning that I'm a huge Game of Thrones fan. I won't ask you if
you've seen it. I don't want to put you on the hot seat, if that is a
question to put one on the hot seat.

Would shows like that put a company like Crave, which I believe
is owned by Bell, potentially under the scope of this legislation, if
we don't bring in amendments like you suggest?

Mr. Philippe Dufresne: Again, it would be up to the courts and
the organization that would look into that.

If you look at the definition of sexually explicit material in the
Criminal Code, it describes “photographic, film, video or...visual
representation” and a person “engaged in explicit sexual activity”.
It could be “written material whose dominant characteristic is the
description, for sexual purpose, of [explicit] sexual activity”.

It raises that question of what will be captured and bringing that
clarity.

I understand that the purpose of this is to capture pornographic
websites and other types of visual images and so on and protect
children from that. That's one of the points I'm highlighting.

Mr. Chris Bittle: I guess I'll ask the same question of Mr. Rip‐
ley.

When I originally saw this bill, I started thinking of movies I
have seen. I listed a few, like Schindler's List, Green Book, Crash
and Gladiator. These are movies that I think we all know or can all
agree are artistic. I believe they all have won an Academy Award
for best picture, though we may disagree on whether some of those
films should have won in that year.

Mr. Ripley, would this bill capture those films if they were put on
a website?

Mr. Owen Ripley: The government's position is that, yes, they
would be captured because the definition of sexually explicit mate‐
rial that is being proposed would include things like the depiction
of sex scenes or nudity where it's nudity for a sexual purpose.
Those services would be required to institute age verification to ac‐
cess that kind of content.
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I think what needs to be understood is that the definition being
proposed makes sense in the context of the Criminal Code, where
it's speaking to a variety of offences, including when adults may be
engaging with minors using sexually explicit content. It makes
sense in that context.

However, it is not limited strictly to pornography. It is broader
than pornography and would capture things like sex scenes or nudi‐
ty.
● (1840)

Mr. Chris Bittle: To Mr. Ripley, I know you talked about the
CRTC a lot when I was on a different committee and you were a
witness there, but it would seem to be—and perhaps you can cor‐
rect me—the most likely organization to be policing this legisla‐
tion.

I wonder if you could explain that, or if there are any other orga‐
nizations you're aware of that would be involved in that.

Mr. Owen Ripley: Thank you for the question.

The government is concerned about the implementation pro‐
posed by the bill. To be clear, the way this would play out is that
there would be a minister designated, and then that minister would
need to make a proposal to the Governor in Council or to cabinet
about which federal department or agency would be best placed to
administer this piece of legislation. If it were adopted as is, indeed,
a minister would have to canvass the existing agencies or depart‐
ments and make an assessment about which was best able.

I would highlight that in the context of the online harms bill, the
government ultimately came to the conclusion that no entity exists,
whether it be the CRTC or, with all respect to the person sitting
next to me, the Privacy Commissioner, that is well equipped to play
that role. The government is of the opinion that we need an entity
that has the right expertise and the right framework in order to reg‐
ulate the online space as it relates to online harms. That is why the
government is proposing the creation of a new entity to make sure
the oversight of this space is done appropriately with the right safe‐
guards in place.

Mr. Chris Bittle: Mr. Dufresne, do you think your office would
be in a position to police this legislation?

Mr. Philippe Dufresne: For this particular legislation, we would
take on the mandate that Parliament would give us and fulfill it to
the best of our abilities. I don't think the intention is that this is
something my office would deal with, with the caveat that, in terms
of regulation making, we are happy to provide advice and input and
to be consulted on that to ensure that this is done through a privacy
lens.

Mr. Chris Bittle: Thank you so much.

I don't have much time, but perhaps I could turn to Mr. Ripley
for him to expand on Bill C-63, the online harms act, with respect
to what the government is intending to do to protect individuals
from harms that are on the Internet.

Mr. Owen Ripley: Thank you for the question.

The online harms act would apply to social media services. It
proposes three core duties, one of which, as was alluded to earlier,
is the duty to protect children. That is fashioned as quite a flexible

duty, which would permit the digital safety commission to put in
place a number of different kinds of measures or obligations to bet‐
ter protect Canadian children in the online space through the use of
age-appropriate design.

The government's view is that this is a sufficiently flexible duty
that could accommodate a question of whether there are certain ser‐
vices, for example, that should use age-assurance or age-verifica‐
tion mechanisms. The government's view is that the framework has
the appropriate safeguards in place, and there would actually be a
regulator with that mandate and the necessary expertise, through
consultation with civil society and experts, to do that in an accurate
way and in a privacy-respecting way, if that were to be considered.

Mr. Chris Bittle: Thank you so much.

The Chair: Thank you.

[Translation]

Ms. Michaud, you have the floor for six minutes.

Ms. Kristina Michaud: Thank you, Mr. Chair.

Thank you to the witnesses for being here.

Mr. Ripley, this is a very interesting conversation. I did not really
understand the government's reluctance to support this bill, but now
it's becoming a little clearer. I understand that, in your opinion, the
definition of sexually explicit material is too broad. I'm looking for
a solution.

Would this bill be more acceptable to you if it had used the term
“pornography” and defined it outright, instead of the term “sexually
explicit material”? Would that make a big difference to you? Would
it reduce the likelihood that the bill would apply to nudity or a sex
scene in a film?

● (1845)

Mr. Owen Ripley: Thank you for the question.

I'm not in a position to give an opinion on potential amendments.
However, if I understood correctly, the senator's intention is to tar‐
get pornography. As you mentioned, the definition of “sexually ex‐
plicit material” is broader than that of “pornography”. If the senator
and the members of the committee really intend to target pornogra‐
phy, we could think about how to limit the current broader defini‐
tion.

Ms. Kristina Michaud: You also have concerns about the pro‐
tection of privacy and personal information.

Comparisons are often made with Bill C‑63, but in my opinion,
the two are quite different. Bill C‑63 aims to protect children from
harmful online content, which is commendable. Bill S‑210 seeks to
limit access to pornography.
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The regulator you want to create through Bill C‑63 seems as
though it could be very effective in playing that kind of role. The
digital safety commission could play the same role as commissions
in other countries. The same goes for the age verification processes.

Can you tell us what concerns you have regarding privacy, as
well as any other concerns?

Mr. Owen Ripley: Thank you for those questions.

In the sense that the purpose of Bill C‑63 is to promote online
safety and reduce harm, the duty to protect children, which is re‐
ferred to in section 64 of the proposed act, is quite flexible. Accord‐
ing to the proposed section, “an operator has a duty, in respect of a
regulated service that it operates, to protect children by complying
with section 65.” Section 66 of the proposed act gives the commis‐
sion the power to establish a series of duties or measures that must
be incorporated into the service.

According to the government, the proposed act provides the flex‐
ibility needed to better protect children on social media. During the
consultations, it is certainly legitimate to wonder whether the ap‐
propriate response is to require some services to adopt age verifica‐
tion. Once again, there will be a specialized regulator with the nec‐
essary expertise. In addition, there are mechanisms to consult civil
society and experts to ensure that these decisions are well-thought-
out.

Ms. Kristina Michaud: Thank you.

I imagine you looked at what is being done in other countries,
particularly Germany, the United Kingdom and France, which were
mentioned earlier.

When it comes to age verification, the senator suggested dealing
with third parties instead of directly with pornography sites. Do you
have any concerns about that? Do you think that's an acceptable
way to proceed?

Mr. Owen Ripley: We are following developments at the inter‐
national level, absolutely. The government does not deny that there
is a lot of movement in this area.

Again, our reading of the issue is that the technology has not
necessarily reached maturity. Internationally, Australia and France
are still looking at these issues. The French are in the process of
testing some solutions, but they have not yet completed their work.
In the United States, as you pointed out, infrastructure needs to be
put in place. Louisiana lawmakers introduced verification measures
to block access to minors. Other American states have proposed
similar legislation, but we see that some services have withdrawn
their access in those states because there is still no infrastructure in
place.

Clearly, a number of solutions are possible. I'm thinking in par‐
ticular of security tokens, where age verification is done by a third
party. As you mentioned, we can also look at device verification.
Another solution is facial scanning technology that tries to deter‐
mine the user's age. It is important that these solutions be deployed
in a context where safeguards are in place to ensure that privacy
rights are respected. We don't want to create a framework that puts
a duty in place without safeguards.

● (1850)

Ms. Kristina Michaud: Thank you, Mr. Ripley.

The Chair: Thank you, Ms. Michaud.

[English]

We will go now to Mr. MacGregor for six minutes, please.

Mr. Alistair MacGregor: Thank you very much, Mr. Chair.

I would like to thank our witnesses for being here today.

Mr. Dufresne, I would like to start with you. I just need some
clarification. In your opening remarks, you recommended that the
committee “consider restricting the requirement for age verification
to websites that primarily provide sexually explicit material for
commercial purposes”. Where exactly would you like to see us do
that?

I know that in the interpretation section of this bill, it has this
definition for organization: “organization has the same meaning as
in section 2 of the Criminal Code”. Is that where you'd like to see a
little bit more specificity, or can you identify where?

Mr. Philippe Dufresne: Sure. It could be in the definition or it
could be under the offence, talking about “makes available”, or pri‐
marily makes available. We have pointed to international compara‐
tors in Texas and Utah where they talk about “substantially”, or
they sometimes reference even “a third” of the material.

Just a quantitative requirement could be a way of targeting those
broader pornographic websites.

Mr. Alistair MacGregor: Thank you.

You also had an exchange with Mr. Caputo on clause 11, where I
know you had recommended some additional criteria. My question
is really on subclause 11(2), on the wording before we get to the
list. I asked the senator about this as well.

It just says, “Before prescribing an age-verification method un‐
der subsection (1), the Governor in Council must consider whether
the method”. Are you satisfied with language that says “must con‐
sider”, or would you prefer language that forces the Governor in
Council to actually follow these? For me personally, when I look at
that, I think that gives the government a little bit of a way out: Oh,
we addressed three out of five. We did consider everything.

What if the Governor in Council were forced to verify that it is
reliable, that it maintains privacy and that it collects and uses per‐
sonal information solely for age verification purposes? Do you
have an opinion on that?

Mr. Philippe Dufresne: I think you asked a good question, and I
think the senator gave a good answer to your question—that this is
in the bill and there's an expectation that the Governor in Council
will consider this. It's explicit.
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Would I prefer stronger language, that the mechanism “must in‐
clude” the following things? I think that's stronger language, and I
would be supportive of that, but on the requirement of “must con‐
sider”, I also tend to presume good faith on the government that
they're going to draft regulations. The statute says this. If it's com‐
pletely absent, then it's an obvious element to raise. I would certain‐
ly, as I say, expect to be consulted on the development of regula‐
tions of that nature, and I would be making recommendations to
make sure they are privacy protective.

Mr. Alistair MacGregor: Thank you, I appreciate that.

Mr. Ripley, I would like to turn to you.

I know that you hesitated in forming an opinion on possible
amendments this committee might consider. That being said, we as
committee members need to know, if we are going to make amend‐
ments, how they're going to be perceived by the government.

I know that you were hesitant to expand a little bit on the defini‐
tion of what “sexually explicit material” is, but I guess I want to
know, from the department's point of view, how open to interpreta‐
tion you are.

Do you need us as a committee to create much more specific lan‐
guage? We want to know, from your point of view, what you need
us to do. Help us to help you.

● (1855)

Mr. Owen Ripley: Again, I would reiterate that I'm not in a
place to take a position on behalf of the government with respect to
amendments. What I would point you towards is that, again, the
problematic aspects of the definition in the Criminal Code are real‐
ly the paragraph 171.1(5)(a), where you do not see, like you see in
paragraphs (b) and (c), for example, the caveat of “for a sexual pur‐
pose”.

Again, in paragraph (a), the language is broad enough to capture
sex scenes or nudity regardless of whether they are being shown for
a sexual purpose, for example. Again, it would capture entertain‐
ment content.

Mr. Alistair MacGregor: But, again, if we go ahead in the bill
to page 4, subclause 8(1) talks about the enforcement authority:

If the enforcement authority has reasonable grounds to believe that an organiza‐
tion committed an offence under section 5;

How do you interpret “reasonable grounds”? Do we not trust
people to know the difference between a movie on Netflix and ob‐
vious pornography?

A movie, as Mr. Bittle said, that has very sexually explicit scenes
is not being commercially made available for that single purpose;
it's part of a story, whereas, I think we all know that pornography's
main raison d'être is that sexually explicit material.

Mr. Owen Ripley: The challenge is that the definition that the
bill is based on, the definition of “sexually explicit material”, is not
limited to pornography. The offence in clause 5 of the bill is as fol‐
lows:

Any organization that, for commercial purposes, makes available sexually ex‐
plicit material on the Internet to a young person is guilty of an offence....

The reasonable ground to believe is whether they've made sexu‐
ally explicit material available. Again, there's nothing in the defini‐
tion of “sexually explicit material” that limits it to pornography.

As I mentioned, paragraph 171.1(5)(a) of the definition in the
Criminal Code states:

(a) a photographic, film, video, or other visual representation, whether or not it
was made by electronic or mechanical means,

(i) that shows a person who is engaged in or is depicted as engaged in explicit
sexual activity...

There's no limitation there that it's pornographic.

And then subparagraph 171(5)(a)(ii) states:

(ii) the dominant characteristic of which is the depiction, for a sexual purpose...

There you see the sexual purpose.

Again, there are certain places where you see this caveat, and
that first paragraph that I read doesn't have that limitation.

Mr. Alistair MacGregor: I also want to refer to the fact those
two are separated by an “or” not an “and”, which is an important
point to make.

Thank you very much.

The Chair: Thank you, Mr. MacGregor.

We'll start our second round now. This is a five-minute, five-
minute, two-and-a-half-minute and two-and-a-half-minute round.

We will end this round after Mr. MacGregor. I think that's the
consensus.

We will start with Mr. Genuis for five minutes, please.

Mr. Garnett Genuis: Thank you, Chair.

Thank you to our witnesses.

We're obviously familiar with the Liberal government's position
on this bill. With respect to the officials, of course you're in a posi‐
tion to support that position. Your role as an official is not to come
here and state your disagreement with government policy, even if
you might privately disagree with government policy.

I will just say that I think that many of the arguments you put
forward were clearly refuted by the senator already. I also want to
say that I think Bill C-63 is a real disaster. It raises actual censor‐
ship issues. It has nothing on age verification. It's far, far broader
than Bill S-210 at every level. It's enforced by vaguely empowered
bureaucratic agencies and it includes dealing with speech.
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Most Canadians who have seen what your government did.... To
be fair, I understand your role as a non-partisan public servant,
tasked with providing fearless advice and faithful implementation.
However, what the Liberal government has put forward in Bill
C-63 is not being well received across the board.

On the issues with section 171, I'm looking at the Criminal Code
and trying to understand the argument here.

We have one definition of sexually explicit material in the Crimi‐
nal Code. Implicitly, it's being suggested that maybe we could have
multiple different definitions of sexually explicit material operating
at the same time. However, it seems eminently logical that you
would have one definition that relies on the existing jurisprudence.

As Mr. Bittle has suggested that if this definition covers the
Game of Thrones, then it's already a problem because it already vi‐
olates the Criminal Code if, in the commission of another offence,
you were to show a child that material. Therefore, you already
could run afoul of the Criminal Code if you put on Game of
Thrones in your home for your 16-year-old. That's not happening.
No one's getting arrested and going to jail because they let their 16-
year-old watch Game of Thrones. If that's not happening already
off-line, then maybe that suggests that this extensive reinterpreta‐
tion of what the existing law already says is a little bit exaggerated.

In this context, we also know that Pornhub has been represented
by a well-connected Liberal lobbyist who has met with Liberals in
the lead-up to the vote.

I want to ask the Privacy Commissioner about what he said in
terms of potential amendments.

How would this apply on social media? I'm going to just pose the
question. I have young children. I obviously don't want them ac‐
cessing the major, well-known pornography websites. I also don't
want them seeing pornographic material on any other website that
they might go to for a legitimate purpose. Therefore, if my children
are on social media—they're not—or if they were on another web‐
site, if they were watching a YouTube video on that, whatever it
was, I would want to ensure that 6-, 7-, 8-, 9-, 10-, 11- and 12-year-
olds were not accessing pornography, regardless of the platform
and regardless of the percentage of that company's overall business
model.

I don't really understand philosophically why it would make
sense or protect anyone's privacy to have an exemption for sites
where it's just a small part of what they do, because if the point is to
protect children, then the point is to protect children wherever they
are.

I'd be curious for your response to that.
● (1900)

Mr. Philippe Dufresne: There have been discussions. If we look
at the U.K. age-appropriate code or we're looking at general design
for sites for children, there can be a range of tools that can be used.
There could be parental approval or there could be education, etc.

A big part of the discussion is the risk-based approach. The high‐
er the risk, the higher the tool you're going to use. If you go to the
age verification, that's a higher-level tool than parental approval, or
education or outreach.

All of those things can be considered, but if the goal is to get at
pornographic websites, I raise the question in terms of the numeri‐
cal element. So—

Mr. Garnett Genuis: I'll give it back to you in a moment, but I
would just say that the goal is to prevent my children, and other
people's children, from accessing sexually explicit material on the
Internet. In the same way that we don't let children access alcohol,
if they're accessing alcohol in a bar or at a hotel that has many other
lines of business, the point is that children shouldn't be accessing
alcohol. Given that there already are age gates on, for instance,
some of these sites....

The senator mentioned something in this regard. It's not really in
effect, but Twitter is already letting you know that you're going into
a particular area here. It doesn't seem like it would be difficult to
apply that age verification principle everywhere that kind of materi‐
al exists.

Mr. Philippe Dufresne: Some of the principles that we often put
forward are necessity, proportionality and making sure that you're
using the least amount of personal information for your goals, and
so that's why I'm talking about necessity and proportionality in the
regulations, not tracking...using, again, the smallest amount and
asking Canadians to provide the least amount possible of personal
information. That said, age verification is appropriate in appropriate
contexts.

Mr. Garnett Genuis: I hope you're significantly engaged on the
regulation, obviously, because you have a lot of expertise to offer at
that point.

Thank you very much.

The Chair: Thank you.

We go now to Mr. MacDonald. You have five minutes, please.

Mr. Heath MacDonald (Malpeque, Lib.): Thank you for being
here.

This is an extremely important topic. I think we're all trying to
get to the same result, and that's to protect children as much as pos‐
sible.

I go back to Mr. Dufresne. I was trying to find some information
on the program that's being used in Spain, so I wonder, do you have
the name of that program they use for verification?
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Mr. Philippe Dufresne: They're developing information on po‐
tential third party tools that would verify your age. The goal is that,
when you're verified by this tool and then you go to a website,
you're not giving your age to that website: It just says, “I've been
verified.” They issued documentation. They call it the “Decalogue
of Principles”, and they talk about, “What are the things we want to
see in there?” One of them is, “No tracking.” One of them is risk—
mitigating risk and using it for the appropriate purposes. They have
been working on potential tools, as have my French colleagues.
Australia is doing a pilot project to test this out. There's work hap‐
pening, and we're going to continue this work with our colleagues
internationally to develop principles and then work with industry.

● (1905)

Mr. Heath MacDonald: Do you see anything, in the effect of
these two proposals that you have put forward to countries—your
counterparts in Spain or the U.S.—to say, “Is this being incorporat‐
ed into the technology verification that they potentially could use?”

Mr. Philippe Dufresne: We're working very closely with them,
with the goal of issuing a joint statement of principles to say,
“Here's what we want to see, as a community, in terms of age veri‐
fication tools. Here are the principles.” I'll be doing some consulta‐
tion later in Canada to see, “Here's what we propose and how we
get this balance,” while again making sure that you're using this to
identify the age, and not the specific age but the fact that the person
is a minor or an adult; that you can do this anonymously; that there
are some checks and balances; and that there are safeguards for that
information. You don't want that information to be breached and
then lead to challenges. We're looking at a full spectrum of princi‐
ples, but also the technological implications.

Mr. Heath MacDonald: We heard in here today a bit about re‐
porting mechanisms, enforcement—maybe we're not clear on it—
and digital literacy partnerships with tech companies. For my own
verification, when we're using a third party technical company and
we're dealing with, let's say Pornhub, and although—and I'm as‐
suming this—Pornhub is getting only the information that says,
“Yes, this individual is 18 years old,” or, “No, the individual is not
18 years old,” if there's some infraction with the technical company,
who's liable? Is it Pornhub, which hired the technical company, or
is government responsible for the technical company? Where does
that liability lie?

Mr. Philippe Dufresne: The bill as drafted says that it's a de‐
fence for the organization—in this case Pornhub—to believe the
person was not a minor, and they would have done that by using the
age-verification mechanism prescribed by law. If there were a
breach of the mechanism, if there were a concern there, I think that
would then get raised and would raise questions about that tool and
the provider.

Mr. Heath MacDonald: Pornhub would not necessarily have the
responsibility or the liability; it would be the technical company.

Mr. Philippe Dufresne: We'd have to see the case-by-case sce‐
nario. Pornhub would have to establish that it had met its obliga‐
tion, under the act, which is to verify the age with the prescribed
mechanism.

Mr. Heath MacDonald: I know the senator mentioned—and I
never had a question for the senator, obviously—the double-anony‐

mous method verification. Can anybody explain exactly what that
is for me, or for us?

Mr. Owen Ripley: My understanding would be that, again, there
are a variety of systems in place to protect an individual's privacy—
a token-based system whereby that entity validates that you are 18,
and then the technology when you go to access a pornographic
website, or something like that. There's no identifying information
in the token that you use, for example, with other technologies
around facial scanning or whatnot in an environment where there's
no personal information that is being held.

Again, the objective would be to make sure that that infrastruc‐
ture is in place, but again, what we are seeing internationally is that
jurisdictions are still working through this. It's been years, and
there's not consensus yet on the accuracy and privacy ensuring na‐
ture of these. In this context, we have a one-year implementation
timeline where the minister would have to choose an entity; that en‐
tity would then have to do the appropriate consultations and put in
place the framework.

Otherwise, every service that is in violation of this bill is theoret‐
ically subject to committing an offence and, therefore, subject to
potential website blocking.

● (1910)

The Chair: Thank you, Mr. MacDonald.

[Translation]

Ms. Michaud, it's over to you for two and a half minutes.

Ms. Kristina Michaud: Thank you, Mr. Chair.

Mr. Ripley, I want to go back to the definition of sexually explic‐
it material. My colleague Mr. Genuis raised a good point. If there's
a concern that nudity or a sex scene in a film or series will be con‐
sidered sexually explicit material if Bill S‑210 comes into force, it
raises questions about the sexually explicit material that already ex‐
ists. Some movie scenes are already considered as such.

That's why I'm not sure what your concern is.

Mr. Owen Ripley: Thank you. That's a good question.

The Criminal Code includes that definition, but it also refers to
other types of offences. Showing sexually explicit material to a
child could very well violate the Criminal Code in a particular con‐
text, but it also mentions other Criminal Code offences. That's the
answer to your question. It's not just a matter of setting limits. It's
not the same thing.
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As I mentioned at the outset, the government is also concerned
about the mix of criminal law and regulatory law. If the intent is to
create a regulatory framework, the positive obligation to limit ac‐
cess to pornography for children should be clarified. A regulatory
framework should then be developed with appropriate penalties.
However, the way the bill is currently drafted, it isn't clear whether
Parliament's intent is to create a criminal offence or to establish a
regulatory framework.

Ms. Kristina Michaud: How do you think the bill should be
clarified in that regard?

Mr. Owen Ripley: If Parliament intends to create a regulatory
framework, it should clearly establish a positive obligation and then
use the tools that are usually used in a regulatory context, such as
administrative monetary penalties.

However, the bill creates a new offence, for which certain de‐
fences are provided, but it also allows the agency responsible for
enforcing the act to seek an order to limit access to certain web‐
sites. That means we could find ourselves in a situation—the bill
confirms this—where websites that provide many types of content,
including pornography, would be blocked. The question is whether
website blocking is an appropriate and proportionate response that
respects the rights of Canadians to access information and content.
However, with all due respect to the committee, the government
does not believe that website blocking is a proportionate response
to the framework proposed here.

The Chair: Thank you.
[English]

We'll go now to Mr. MacGregor for two and a half minutes,
please.

Mr. Alistair MacGregor: Thank you, Mr. Chair.

The testimony today has been interesting. I think it's led the com‐
mittee down a few different paths as we consider Bill S-210.

Mr. Ripley, we've heard a lot about the potential pitfalls with the
term “sexually explicit material” as referenced in the Criminal
Code and how it could be overly broad. If we go down further in
the bill—still on page three, in proposed subclause 6(2)—it says:

No organization shall be convicted of an offence under section 5 if the act that is
alleged to constitute the offence has a legitimate purpose related to science,
medicine, education or the arts.

Wouldn't that “legitimate purpose” phrase, from the department's
standpoint, save streaming companies like Netflix, since they
would be under the arts category? How do you interpret that sec‐
tion?

Does that add further clarity to the concerns you raised about the
definition of sexually explicit material?
● (1915)

Mr. Owen Ripley: Thank you for the question.

My understanding is that this type of exception is also drawn
from the Criminal Code context in a situation whereby, again, you
want to make sure that someone does not have a criminal prosecu‐
tion for engaging in one of these activities. The government isn't
clear how this would necessarily be interpreted.

In a context where—again, from the government's read of the
bill—it would apply to a very wide range of Internet services, from
search engines to Internet service providers and from social media
to websites, you are creating a good deal of business uncertainty by
saying that Netflix and Disney+ are going to have to make the case
that it's the arts—

Mr. Alistair MacGregor: Can I just interrupt?

Is that because the term “legitimate purpose” is open to interpre‐
tation? Is that the problematic element?

Mr. Owen Ripley: The challenge, to me, would actually be com‐
municating that, for example, entertainment content on those
streaming services falls under the arts. It would be incumbent upon
them to show it.

I would also just highlight from the previous exchange that there
is no defence about believing the person accessing the content was
18 or over. The way the bill is structured is it is an offence to make
this kind of content available. The defence is whether you have de‐
ployed one of the prescribed age verification technologies set out in
the regulations.

Again, it is a very binary framework that is being set up. The en‐
tity that is going to be charged with administering it has very few
enforcement mechanisms available to deal with the kind of nuances
you are bringing up.

The Chair: Thank you, Mr. MacGregor.

Thank you to all of our witnesses for being here tonight and for
bearing with us until this late hour.

Thank you to our analysts and interpreters, as well, and to all of
our staff.

With that, I believe we have a consensus that it's time to adjourn.
We are adjourned.
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