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● (1535)

[English]
The Chair (Mr. John Brassard (Barrie—Innisfil, CPC)):

Good afternoon, everyone.
[Translation]

I call this meeting to order.

Welcome to meeting number 129 of the House of Commons
Standing Committee on Access to Information, Privacy and Ethics.

Pursuant to Standing Order 108(3)(h) and the motion adopted by
the committee on Tuesday, February 13, 2024, the committee is re‐
suming its study on the impact of misinformation and disinforma‐
tion on the work of parliamentarians.

I'd like to welcome the witnesses with us today for the first hour
of the meeting.

As an individual, we have Mireille Lalancette, professor, politi‐
cal communication at Université du Québec à Trois‑Rivières

Also as an individual, we have Timothy Caulfield, professor,
Faculty of Law and School of Public Health at the University of Al‐
berta.

Ms. Lalancette, you have up to five minutes for your opening re‐
marks. You may begin.

Ms. Mireille Lalancette (Professor, Political Communication,
Université du Québec à Trois-Rivières, As an Individual): Good
morning, everyone.

Thank you for your time.

I would like to take a fairly broad look at disinformation and
elections.

In my opinion, it's a bit like a perfect storm. Why is it a perfect
storm? This can be attributed to five factors: the declining role of
the media, the increase in—

The Chair: Just a moment, Ms. Lalancette. We will suspend for
a few seconds because the sound in the room is not loud enough.
We'll turn it up a little so that people in the room can hear you prop‐
erly.

It's a little better now.

Ms. Lalancette, I'll reset the clock and you can start again.
Ms. Mireille Lalancette: Perfect.

Thank you for inviting me.

I think disinformation and elections go hand in hand right now,
because of what I call a perfect storm related to the role of the me‐
dia, the rise of digital social media, the decline in partisan affilia‐
tions, the rise of populism and the increased incidence of election
campaigns.

More and more media outlets are in financial trouble. More and
more people are getting their news on Facebook, TikTok and Insta‐
gram. Trust in traditional media is also waning. News consumption
is happening less and less on traditional media; people are heading
to digital social media platforms to get their news.

This perfect storm is also related to the media funding crisis.
More and more media outlets are shutting down, and this is creating
a media void that's being filled by digital social media. However, a
whole bunch of questions could be raised about the reliability of
sources and the variety of content found on digital social media.
There's also no code of ethics or journalistic standards governing
the social media or influencer content. It's still challenging to regu‐
late social media platforms.

All of this is also the result of what we call the decline in partisan
affiliations. Fewer and fewer people carry a party membership card
and identify with one political party. That has led to electoral
volatility, coupled with what we call the rise of populism. During
the trucker convoy, many groups showed their dissatisfaction,
Canada was split into two blocks: east and west, and regionalism
made a comeback. Populism is often protest-based or identity-
based. People denounce the elites or focus on certain identities. The
founding people will be pitted against immigrants, for example.

Other factors in the storm are fixed-date elections, which actually
don't have fixed dates, and something we call the permanent cam‐
paign in my field of research. Candidates no longer campaign only
when an election is called; they campaign all the time. So disinfor‐
mation can be be concentrated during elections, but it can also hap‐
pen anytime.
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Where does that disinformation end up? Most of it goes to digital
social media, because people get their news on the Internet and be‐
cause its easy to use these platforms to create content. In some cas‐
es, it's impossible to determine where the content on these plat‐
forms comes from. We're seeing more and more deepfakes and fake
new. This is being spread not only by people engaging in foreign
interference, but sometimes also by political parties themselves.
Right now, we're seeing politicians themselves talking about fake
news and criticizing the media, copying current practices in the
United States, including those of the Republicans.

How can we fight disinformation in this context?

From my perspective as a researcher, I believe it's important to
acquire good media literacy and show Canadians how to distin‐
guish false information from information that might be true.

It's also important to ensure that platforms are moderated. We
saw an example of this last week, when the mayor of Montreal de‐
cided to disable user comments about her posts on X, formerly
Twitter.

In addition, it's important for states to draw inspiration from
what's being done elsewhere, particularly in Europe, to regulate
practices and digital social media platforms. Ethical issues and
problems related to information and disinformation need to be
raised, particularly when it comes to electoral politics.

I'm ready to answer your questions.

Thank you.
● (1540)

The Chair: Thank you for your presentation, Ms. Lalancette.
[English]

Mr. Caulfield, I want to welcome you to the committee.

You have up to five minutes to make your opening statement. Go
ahead, sir.

Mr. Timothy Caulfield (Professor, Faculty of Law and School
of Public Health, University of Alberta, As an Individual):
Thank you very much. It's an honour to be here.

Hello from Edmonton and Treaty 6 territory.

This is a subject that I feel extremely passionate about. The
spread of misinformation is one of the greatest challenges of our
time. Research shows that this is something that not only experts
believe but also something that people around the world believe.

It's not hyperbole to say that misinformation is killing people.
Misinformation is having a tremendous impact on democracies
around the world. This is certainly something that we all need to
address.

The battle against misinformation itself is very controversial,
even when you look at ideas about what the definition of misinfor‐
mation is.

I want to emphasize to the committee that even if we focus on
things that are demonstrably false—about elections, vaccines, cli‐

mate change or immigrants—we can, as a society, make a real dif‐
ference.

This is a topic that I've been studying for a very long time, and as
you heard from our last expert, I've never seen anything like what
we're seeing right now. I just want to highlight a couple of chal‐
lenges that build on the points she made—a couple of challenges
that have made today and what's happening right now particularly
challenging.

Number one, there is social media, absolutely, but in addition to
that is AI. AI is going to make the spread of misinformation more
challenging. It's going to make real, rapidly produced content that
is very difficult to discern from reality. Studies have shown that
many people believe that they can spot AI and deepfakes, but re‐
search consistently tells us they cannot, even when they're warned
that AI might be coming.

The second thing that I find incredibly challenging right now is
the politicization of misinformation and the connection of misinfor‐
mation with political identity and polarization. This is a trend that is
increasing and is doing incredible harm. It's not only horrible for
democracy, but we also know that once misinformation becomes
part of a person's political identity, it becomes more difficult to
change their mind.

The third challenge is the degree to which state actors are push‐
ing misinformation. The goal of many state actors and, by the way,
of many misinformation-mongers, is to create distrust. The distrust
that we see in institutions today is largely—not entirely, but large‐
ly—created by the spread of misinformation. Those spreading mis‐
information are trying to create distrust and information chaos.
Alas, they are succeeding.

How do we respond? What can we do?

This is a generational problem. You've probably heard these rec‐
ommendations over and over again, but we must come at this with
a multipronged approach.

What does that mean? It's teaching critical thinking skills and
media literacy and doing this across.... I wrote an article in which I
suggested we start in kindergarten. We have to teach these skills
throughout the life cycle, as they do in many countries.

We have to pre-bunk. We have to debunk. We have to figure out
the best way to set labels and warnings on things like AI. Yes, we
have to work with the social media platforms and other tech com‐
panies. Yes, there are regulatory tools that can be adopted.

The other thing I want to emphasize, which I think is so relevant
to this committee, is the spread of misinformation about the fight
against misinformation. As I've already said, much of the distrust
that we see in society has been created by fake news and by the
spread of misinformation. By the way, research consistently shows
that.
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We also have to recognize that fighting misinformation is not just
about curtailing people's voices. On the contrary, most of the tools
that we can use in a liberal democracy to fight the spread of misin‐
formation can be used within the marketplace of ideas. Pre-bunk‐
ing, debunking and education are things that work within the spirit
of liberal democracies.

Yes, regulating can be a challenge. It's something that I welcome
questions about.

I think that this is an essential topic that we must all band togeth‐
er to fight.

Thank you very much. I look forward to your questions and com‐
ments.
● (1545)

The Chair: Thank you, Mr. Caulfield.

We're going to go to our six-minute rounds. Mr. Barrett will go
first.

Go ahead, please.
Mr. Michael Barrett (Leeds—Grenville—Thousand Islands

and Rideau Lakes, CPC): I have a quick question for both the
witnesses, Madam Lalancette and Mr. Caulfield.

Are you familiar with the news articles from August talking
about a bot campaign backing the leader of the Conservative Party?

We'll start with you, Madam Lalancette.

Can you just indicate yes or no?
Ms. Mireille Lalancette: Yes.
Mr. Michael Barrett: Mr. Caulfield, are you familiar with it?
Mr. Timothy Caulfield: Yes, and I'm familiar with other bot

campaigns.
Mr. Michael Barrett: There was a ton of media. I want to read

one of the headlines. This is from CTV News. It says, “Conserva‐
tives reject online bot allegation after Poilievre rally”. This article
is set up and it has Conservatives denying a charge that has been
made against them.

Now, I want to fast-forward you both to August 16—no, we'll
say August 28, when a Canadian Press story was published across
different outlets. I'm looking at it in the National Post, where it was
titled, “No evidence Conservatives were behind social media bot
campaign that praised Poilievre: study”. This study was done by the
Canadian Digital Media Research Network, and their findings were
that there was “no evidence that indicates a political party or for‐
eign entity employed this bot network for political purposes.”

With that precursor—before I ask my question—Mr. Caulfield,
are you familiar with the reporting I'm citing from the National
Post?

Mr. Timothy Caulfield: Yes.
Mr. Michael Barrett: Okay, that's perfect.
Mr. Timothy Caulfield: I don't know the depth of the issue.
Mr. Michael Barrett: Madame Lalancette, are you familiar with

it?

Ms. Mireille Lalancette: I know the work of this research cen‐
tre, but I haven't read the report.

Mr. Michael Barrett: We're talking about the spread of misin‐
formation. We had two political parties, the Liberals and the NDP,
that went out...and the media printed as sure fact that without hav‐
ing verified the claims, this was something that was paid for. There
were allegations that it was orchestrated through foreign state ac‐
tors.

Now, look, we're at a time in our country when we have an in‐
quiry happening into foreign interference in our democracy. We
have real state actors who are spreading disinformation. It's being
propagated, of course, in the political discourse, but also in media.

Here we have an example of, for once, an independent group dis‐
proving the claim that was printed without it having been proven.
Then we have political parties, the Liberals and the NDP, that didn't
withdraw the allegation or didn't say, “Oh, I stand to be corrected,”
or “We believe this because it was again leveraged for partisan pur‐
poses.”

Let me read you a quote from the author of the report, who said,
“The finger-pointing without evidence is actually quite destructive
and leans into this hyper-partisan, hyper-polarized information
ecosystem that we find ourselves in today in Canada.”

The study says that the initial bot campaign that was used re‐
ceived very little attention because it was from sock puppet ac‐
counts, and they don't have a real following, but it was amplified
with millions of impressions by Canadian political actors who
didn't have altruistic intentions.

I'll start with you, Madame Lalancette. Is this type of misinfor‐
mation that's being propagated, in this case by the Liberals and the
NDP, part of the problem? Certainly that's what the report's author
suggested.
● (1550)

The Chair: We have a minute.
Ms. Mireille Lalancette: This is what I spoke about in my pre‐

sentation.

Disinformation comes not only from bots or foreign countries
but also from the way political actors are communicating and want
you to believe something. They are communicating that they feel
this is foreign interference and that the party bought the bots in or‐
der to get attention.

Yes, this is part of the problem. It's coming from everywhere
right now in the chamber. It doesn't have a party association. You
can see it going in every way, I think.

The Chair: Thank you, Mr. Barrett.

Mr. Caulfield, you'll have time to weigh in. There will be some
other questions, I'm sure.

Ms. Khalid, go ahead for six minutes, please.
Ms. Iqra Khalid (Mississauga—Erin Mills, Lib.): Thank you

very much, Mr. Chair.

Thank you to the witnesses for being here today and for your
very important testimony.
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Building on some of the comments my honourable colleague
made, I don't think it's about which political party has or has not
done anything maliciously. When we're talking about foreign inter‐
ference, it's about who is vulnerable to it. The bots example that
Mr. Barrett raised is a prime example of how a political party in
Canada is vulnerable to being used by Russian bots in order to dis‐
rupt democracy in Canada.

I want to question you, Professor Caulfield.

You talked specifically about what tools we can use to prevent
that kind of interference within our democratic systems. You talked
about teaching, but I also want to talk about accountability.

When we're talking about how to prevent this from happening,
other than through teaching and raising awareness, how do we
build accountability within political parties to ensure that, for ex‐
ample, the Leader of the Opposition is not susceptible to bots tak‐
ing over his political campaign? How do we build on that to ensure
the Canadian democratic system is protected?

Mr. Timothy Caulfield: This is a great question.

I'd like to start by highlighting a very recent study. I believe it
came out yesterday or the day before. It's a study done in the Unit‐
ed States asking people what kind of misinformation the public is
most concerned about. The number one response was misinforma‐
tion from politicians. I think, by the way, that this data would be
replicated in Canada. The public does not want to hear misinforma‐
tion emanating from politicians, even though they know it's there.
They want steps taken to stop it.

The other thing that is very important to emphasize is that this is
where there is some degree of agreement across the political di‐
vide—stopping the use of things like AI and bots in the context of
elections and political discourse. There was a survey done by
EKOS Research that found very high support, for example, for the
use of some type of regulatory response to stop the use of AI in the
context of a political campaign.

I think this tells us that the Canadian public really values honesty
in the political domain, even though they're realistic about it.
They're not naive. They welcome the potential use of regulatory
measures in this space. They're less comfortable with regulatory re‐
sponses—or there's more of a divide—when we talk about regulat‐
ing misinformation, because that feels like infringing on freedom of
expression. There are genuine legal challenges there. However,
when you're talking about protecting the integrity of democracy and
our elections, I think there's room for a regulatory response.
● (1555)

Ms. Iqra Khalid: Thank you for that, Professor.

We saw, with respect to regulations, how much misinformation
our online harms bill received. What is the boundary between on‐
line harms and the quelling of freedom of expression?

You mentioned, in your comment just now, the Canadian public
wanting honesty. I recently came across an X account—I keep
wanting to say “Twitter account”. It's called @PierreIsLying and it
highlights, on a daily basis, how many times the Leader of the Op‐
position lies in public during question period. They outline it and

put down stuff like how many lies there are per minute. It's that
kind of thing.

When we're talking about accountability—about that honesty and
that teaching moment for Canadians—how important is it to fact-
check the data or information that politicians and political discourse
are providing to Canadians?

Mr. Timothy Caulfield: I think it's very important. Again, it's
something that you see the public say they want. The problem, of
course, is that because this has become so politicized, and because
the fight against misinformation has become so politicized, people
trust fact-checkers less. They'll say it's partisan.

Some really interesting research has come out about the degree
to which the response to fact-checking is different when an issue
has become politicized. As I said earlier in my opening statements,
several studies have shown that once this becomes about political
identity, whether it's misinformation about vaccines or immigrants,
etc., they become more resistant to fact-checking. We need to do
more research on this exact topic. In fact, this is something we're
researching right now to explore what kind of tools we can use
when misinformation has become part of political identity.

The other problem that's happening, of course, is that once a bit
of misinformation becomes part of a political platform, it becomes
an ideological flag. Once that happens—we've seen that happen
with, for example, vaccine misinformation, something that we
study—it becomes very resistant to change.

There is some suggestion of tools that can be used, such as point‐
ing to what the scientific consensus says, what the body of evidence
actually says, and making it clear what that body of evidence is, but
there's no doubt that because this has become so political, it has be‐
come more challenging.

The Chair: Thank you, Ms. Khalid and Mr. Caulfield.

[Translation]

Mr. Villemure, you have the floor for six minutes,

Mr. René Villemure (Trois-Rivières, BQ): Thank you very
much, Mr. Chair.

I'd like to thank the witnesses for being with us today, particular‐
ly Ms. Lalancette from the Université du Québec à Trois‑Rivières,
which is in the riding of Trois‑Rivières. I always like to be able to
invite people from my constituency.

Ms. Lalancette, I'll start with you.

In your opinion, is the disinformation targeting parliamentarians
the work of foreign actors or domestic actors?

Ms. Mireille Lalancette: I would say that disinformation can
come from both.

Right now, I'm quite struck by what's happening within Canada
and how people are able to spread false information. As your col‐
league was saying, it seems that responsibility, accountability and
truth are no longer important.
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Perhaps it would be a good idea to come up with a set of rules, so
that people can't change the names of the parties or associate them
with false information in the House, for example. People must be
able to discuss the real issues, rather than having debates where ev‐
erything comes down to personality or turns to personal matters,
because that's where things start to go sideways.

Certainly, everything related to truth, fake news and disinforma‐
tion is currently becoming more central to the ethics that political
actors will have. This plays a role in the way people will want to
communicate with each other, as well as with voters, of course.

Mr. René Villemure: You talked about a perfect storm at the be‐
ginning of your presentation. I've noticed that we're living in an era
where truth doesn't get you very far. Because truth feels out of
reach, people settle for likelihood, and it seems to me that is a
breeding ground for disinformation.
● (1600)

Ms. Mireille Lalancette: Yes, if people keep hearing that some‐
thing might be false, they will consider it to be false. We see this a
lot with Trump, who denies having made statements, even though
he's been recorded on video saying them. Because this information
can easily be spread through digital social media, but also tradition‐
al media, people end up believing what's been repeated over and
over, rather than the truth, of course.

Mr. René Villemure: It reminds me of the slogan “Axe the tax”.

From your expert perspective, could you explain to the commit‐
tee the difference between misinformation, disinformation and mal‐
information?

Ms. Mireille Lalancette: Disinformation is deliberately convey‐
ing false information. As for misinformation, in some cases, it's
when someone shares false information, but unintentionally, with‐
out knowing that it's false. Malinformation is really when someone
knowingly passes on information that is false to mislead the public
and create mayhem.

Yes, there are a number of definitions. I'm giving you the most
commonly used ones, but the wording can vary.

You may have seen the recent report about a centre at McGill
University, in which Mathieu Lavigne and his colleagues spell out
definitions for these terms. The report includes key references and
recommendations for misinformation and disinformation in an elec‐
toral context.

Mr. René Villemure: Thank you very much, Ms. Lalancette.

Mr. Caulfield, you talked a lot about politicians targeting the
public with disinformation. However, it must be acknowledged that
politicians are also victims of disinformation.

In your opinion, who is targeting politicians with disinformation?
[English]

Mr. Timothy Caulfield: That's a very good point.

Politicians live in the same information ecosystem that we all do,
and one of the very best examples of it, I think—and I'm sorry I
keep pointing to the United States, and my colleague has done the
same, but there are just so many good examples emanating from
that jurisdiction—was the misinformation we saw with the immi‐

grants eating dogs and cats. That came from the community. It
started on social media and then was adopted by politicians, J.D.
Vance and Donald Trump.

By the way, a very recent report came out that found that over
80% of Americans have heard that misinformation and it plays to
the illusory truth phenomenon, which my colleague spoke to. If you
hear it enough, it starts to feel real, especially if the misinformation
plays to your preconceived notions, plays to your ideological lean‐
ings. The confirmation bias kicks in and you believe it.

There has been some very interesting research that's come out by
people like Stephen Lewandowsky and his colleagues that talks
about the difference between belief speaking and truth speaking.
This is this evolution of the notion of truth. Fact speaking is from
the old school, in that it's rooted in evidence. Belief speaking is if
you just say something earnestly enough—if you say something
with enough conviction and it plays to your ideological beliefs—
people will adopt it because they believe the gist of the point, even
if they know in their hearts it's not literally true.

I think that's what's happening increasingly, unfortunately, in pol‐
itics, and that's what's happened with that horrible example in the
United States of the idea of immigrants eating cats and dogs. It be‐
comes part of a political agenda, and that community adopts it, de‐
spite the fallacy that underlies the belief—and by the way, this hap‐
pens across the ideological spectrum.

[Translation]

Mr. René Villemure: Thank you very much, Mr. Caulfield.

The Chair: Thank you, Mr. Villemure.

[English]

Thank you, Mr. Caulfield.

We're going to go to Mr. Green now.

Mr. Green, please go ahead for six minutes.

Mr. Matthew Green (Hamilton Centre, NDP): Thank you very
much, Mr. Chair.

I'd like to welcome the witnesses here. It really is great to get
back to work on what I think is a very important topic.

I want to begin with Mr. Caulfield.

In your article in the briefing note that we have here, “Politics
and vaccine misinformation: A horrifyingly bad mix”, you've spo‐
ken a little bit about this in terms of political ideology. In this arti‐
cle, you identify that there is a bit of political partisan opportunism,
but that political identity, in the case of COVID, was adopted by the
right-wing online community and is associated with vaccine hesi‐
tancy.

Can you just comment a little bit about that briefly, and why you
think that is the case here?
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● (1605)

Mr. Timothy Caulfield: For sure, and I think this is incredibly
important.

As I pointed out in that article, political identity has become....
Look, vaccination hesitancy is a very complex phenomenon. Ac‐
cess matters, needle phobia matters, past injustices matter. There
are various culturally and socially complex phenomena.

Right now at the population level, you could argue that political
identity has emerged as the single strongest variable of predicting
vaccination hesitancy, and also the engagement with an embrace of
vaccine misinformation. I think it's really important to highlight
that history and context matter.

It hasn't always been like that. On the contrary, in the past, lots of
the vaccine misinformation emanated a little bit from the left. It
was kind of New Agey, right? It was whole foods and yoga and a
distrust of anything that's not natural.

Now we see it very strongly on the right, and there is a large
body of evidence to support what I'm saying. This isn't just me
speculating. There's a lot of empirical evidence.

Mr. Matthew Green: I want to help you on that, because I want
to use an example that's closer to Hamilton. In fact, had you come
into Ottawa, you may have come across some folks who still hold
some conspiracy theories around the vaccine. Of course, that
evolved into what was known as the Freedom Convoy and the po‐
litical partisan connections there.

However, I want to reference in particular Paul Alexander, who
is a Canadian independent scientist. For those who may not know,
he is a former Trump administration official and was with the U.S.
Department of Health and Human Services during COVID-19. His
refrain was that we want them infected. He actively—or at least ac‐
cording to the Wikipedia article that I have here—sought to muzzle
federal scientists and public health agencies to prevent them from
contradicting the Trump administration's political talking points.

Those who followed the convoy and the occupation here in Ot‐
tawa would know, of course, that Pierre Poilievre marched along‐
side Mr. Alexander, and that was part of the rhetoric coming out of
the convoy. There were lots of instances to see the leader of the of‐
ficial opposition walking in lockstep with this very high-profile
Trump administration person.

Talk just a little bit about how this isn't necessarily just an Amer‐
ican phenomenon, but that there seems to be a cross-pollination of
conspiracy when it comes to this on the record.

Mr. Timothy Caulfield: Yes, absolutely. I think this is incredi‐
bly important.

If you look at why people are justifying their position on
COVID, you see that they point to misinformation, right? They
don't point to being concerned about the conflicting data on who
should get the COVID booster. No, they point to things like.... A
very large percentage of individuals in Canada point to things like
the idea that the COVID vaccine has killed more people than it has
saved. To be clear, the COVID vaccine has saved many millions of
people around the world. The COVID vaccine lowers your risk of
long COVID. The COVID vaccine improves pregnancy outcomes

and lowers the risk to your heart and cardiovascular system. It low‐
ers the hospital costs. It lowers hospitalization rates, etc., but they
believe the “died suddenly” myth and the turbo cancer myth, and
they'll explicitly reference those. That is misinformation that is em‐
anating from the alt-right. It's having a real impact on what's hap‐
pening in our country, and I fear that if there is a pandemic, it could
have a grave impact.

I'll give one very powerful, tangible example. It's from another
survey that was done in Alberta shortly after our last provincial
election. Of those who are completely unvaccinated for COVID,
over 91% of them voted for the United Conservative Party, and on‐
ly 3% to 5% of them voted for the NDP or another party. That is
incredible.

Mr. Matthew Green: I'm looking at this, and I'm seeing the way
in which Erin O'Toole was cut out of his Conservative leadership at
this time. I'm referencing a tweet from Pierre Poilievre that's before
me. It says, “Today I walked alongside military veteran, James
Topp, who has travelled the country by foot for free choice”, so
again there are these libertarian ideas about what freedom is.

Then Poilievre goes on to say, “End all mandates. Restore our
freedoms. Let people take back control of their lives.” In the same
photo is this conspiracy wingnut, Paul Alexander, who was talking
about herd immunity, which of course led to, I think, a whole bunch
of confusion around this.

In your closing statements, how can you share information on
pre-bunking this type of approach to political rhetoric?
● (1610)

The Chair: I'm going to need a very quick response. You have
five seconds.

Mr. Matthew Green: Do you know what, Mr. Chair? I'll follow
that question up in my second round.

The Chair: I appreciate that, Mr. Green. It saves us a little bit of
time. Thank you, sir.

That concludes our first round.

We're going to go to five minutes now for the Conservatives and
Liberals.

[Translation]

Mr. Villemure and Mr. Green will each have two and a half min‐
utes.

[English]

Mr. Cooper, you have five minutes. Go ahead, sir.
Mr. Michael Cooper (St. Albert—Edmonton, CPC): Thank

you very much, Mr. Chair.

Mr. Caulfield, how much money have you received from the
Trudeau Foundation?

Mr. Timothy Caulfield: Personally?
Mr. Michael Cooper: No, I mean in the way of research fund‐

ing.
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Mr. Timothy Caulfield: In 2012, I was honoured to receive a
Trudeau fellowship, which is a peer-reviewed research award that is
awarded.

Mr. Michael Cooper: Just how much is it?
Mr. Timothy Caulfield: In 2010, I think it was $200,000, and

that was for research purposes.
Mr. Michael Cooper: Have you received any other remunera‐

tion from the Trudeau Foundation?
Mr. Timothy Caulfield: No. In fact, since, I'm going to say,

2013, I've had very little to do with the Trudeau Foundation. I was
involved briefly at the beginning of the pandemic. It had a pandem‐
ic response committee that I sat on; it involved academics from
across the country. I believe I sat on that committee for.... I think
we had just a handful of meetings, and I received no money—

Mr. Michael Cooper: I'm sorry to cut you off, but my time is
limited.

The committee that you're referring to is the Trudeau Founda‐
tion's COVID-19 impact committee. Is that correct?

Mr. Timothy Caulfield: That's correct, and I received no remu‐
neration for that.

Mr. Michael Cooper: Thank you for that.

How much money have you received from the Trudeau govern‐
ment in the way of research grants in the past two years to study
misinformation and disinformation?

Mr. Timothy Caulfield: Would this be from entities like the in‐
dependent Canadian Institutes of Health Research?

Mr. Michael Cooper: I mean from government agencies, the
Trudeau government. How much money have you received?

Mr. Timothy Caulfield: From the Canadian Institutes of Health
Research in 2020, I received, I believe, about $300,000 to study
misinformation. This was a peer-reviewed grant, as you know, that
was held by the university. I shared that grant with two other insti‐
tutions, the University of Calgary and the University of Regina, and
that money was used to support trainees and research.

Then since—
Mr. Michael Cooper: Yes, go ahead, sir.
The Chair: Go ahead, Mr. Caulfield. You ended with “since”.
Mr. Timothy Caulfield: I'm also fortunate to be an adviser now

of an entity called ScienceUpFirst. We've also received funding
from the government. Again, I don't receive any personal funding.
We use that to—

Mr. Michael Cooper: Thank you for that.

I appreciate those answers, but I do want to ask you why it is you
didn't disclose that up front—your connections to the Trudeau
Foundation, the fact that you have received a significant amount of
research money specifically on the subject matter of misinforma‐
tion and disinformation from none other than the Trudeau govern‐
ment—and you have come to this committee and presented your‐
self—

Ms. Iqra Khalid: I have a point of order, Mr. Chair.

Mr. Michael Cooper: —as an objective expert, even though you
have provided a submission to this committee—

The Chair: Hold on, Mr. Cooper. I have a point of order.

Go ahead, Ms. Khalid.

Ms. Iqra Khalid: Thank you.

My point of order is on relevance. I doubt this line of questioning
deals with the expertise that Professor Caulfield brings to the table
on this very important subject.

Mr. Timothy Caulfield: I'm happy to answer it.

The Chair: Thank you, Ms. Khalid.

Look, members know that I allow a lot of latitude here, and atti‐
tude, when it comes to questioning. It's the member's time. Mr.
Cooper has the right to ask whatever questions he wants, as uncom‐
fortable, perhaps, as those questions may be, or perhaps some
members may not like those questions.

Mr. Caulfield, I'll let Mr. Cooper finish here, and then you can
answer, sir.

Go ahead, Mr. Cooper. You have two minutes left.

Mr. Michael Cooper: Thank you, Mr. Chair.

Mr. Caulfield, why did you not disclose that to the committee up
front?

Mr. Timothy Caulfield: I am fortunate to be an academic at the
University of Alberta. As an academic, I have a responsibility to try
to bring in research grants to do independent research. Like all aca‐
demics, I receive grant funding from various sources. It's indepen‐
dent. I don't receive it personally. That's how research is funded in
Canada.

By the way, my biggest research grant—

● (1615)

Mr. Michael Cooper: Well, with the greatest of respect—

Mr. Timothy Caulfield: Sir—

Mr. Michael Cooper: —taking back my time, I think it's highly
germane that you were a fellow at the Trudeau Foundation. You re‐
ceived $200,000-plus from the Trudeau Foundation. You sat on a
Trudeau Foundation committee as recently as four years ago and
you've been funded by the Trudeau government, yet you come out
and present yourself as an objective expert when you have written
hit pieces on Pierre Poilievre and the Conservatives and submitted a
brief that singles out, or largely singles out, Conservatives as
spreading misinformation and disinformation. I think this commit‐
tee deserves better.

Thank you very much, Mr. Chair.

Mr. Timothy Caulfield: May I comment?

The Chair: Yes. You have 50 seconds, Mr. Caulfield. Go ahead,
please.
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Mr. Timothy Caulfield: I am fortunate to have received most of
my research grants, the largest research grants, under the Harper
government—and by far, by the way. I suppose I should have dis‐
closed that also.

I endeavour, when I write pieces about the politics of misinfor‐
mation, to make it very clear that misinformation happens histori‐
cally and contextually across the ideological divide. I do my best to
represent exactly what the research says. I think it's very important
to understand the role of politics and ideology in the spread of mis‐
information right now. It isn't easy to hear that stuff. I do try as
much as possible to not be partisan about this, but this is a very im‐
portant topic. We have to be open-minded about the role of politics.

The Chair: Thank you, sir.

Mr. Sousa, you have five minutes. Go ahead, please.
Mr. Charles Sousa (Mississauga—Lakeshore, Lib.): Thank

you, Chair.

Thank you to the witnesses. I appreciate the clarification in terms
of funding to universities from various governments and how im‐
portant it is to maintain science and research on an ongoing basis in
order to stay ahead of the curve.

I say that with all due respect, because when I was in the Baltics
last year, I visited Estonia and Latvia. I saw from discussions with
them, and with American and Canadian forces dealing in NATO in
those countries, the high degree of cyber-threats and cybersecurity,
the relevance of ensuring that we are on top of misinformation ap‐
propriately, and the targeted effects from, in this case, the Russian
government and the Chinese government playing a role in western
society. I was very encouraged by the reactions or the defence mea‐
sures being taken, but I was also extremely concerned by the degree
to which it exists now in Canada as well.

Professor Caulfield, are there lessons learned from other coun‐
tries that are leading the way, especially given the high degree of
hostilities that are now before us?

Mr. Timothy Caulfield: I think there are lessons to be learned.
I'll just draw on one that I think is more politically palatable and
politically neutral, which is the teaching of critical thinking skills
and media literacy.

This is a strategy that can be content-neutral, because what we'd
be doing is giving our citizens the tools to discern and cut through
the noise themselves. A very good example of that is Finland,
where they teach critical thinking skills extremely early, as early as
kindergarten. It's hard to study this well, because there are so many
relevant variables, like the quality of the education system, socio-
economics, etc., but there have at least been some studies that have
shown the strategy adopted by Finland has made them particularly
resilient to the spread of misinformation.

One of the reasons they've adopted that strategy and are ahead of
the curve compared to us, to touch on your comment, is their prox‐
imity to Russia and the role that Russian misinformation has played
in their lives. I think that is a very telling lesson and something we
can build on here in Canada.

Mr. Charles Sousa: Thank you for that. I do tend to worry about
the degree of...that the public is almost being callous and is disre‐

garding these activities of misinformation and lies being propagated
by elected officials, no less—or the exaggerations of truth, to put it
that way—and is seeing them as being somewhat acceptable.

Ms. Lalancette, do you feel that elected officials are, in fact, pro‐
moting misinformation and, especially in the preambles of their
questions, prejudging the situation and creating some of the threat
that exists in misinformation?

Ms. Mireille Lalancette: Yes, for sure.

[Translation]

I'm thinking here of situations where politicians make comments
and add a lengthy preamble to the various issues, including bias, at‐
tacks and criticism of an individual or their personality, for exam‐
ple. In this context, they're not discussing political issues, but rather
engaging in a battle of personalities by stating half-truths or partial
truths. It's the principle of negative political communication. The
information is never completely false, but it's used out of context.

Perhaps we should think about a way of naming things, create a
code of conduct for the National Assembly of Quebec, the House of
Commons or elsewhere, that would encourage people to address
people's projects or ideas and their viability rather than engaging in
personal attacks. This would keep people from spreading half-
truths and falsely or negatively conveying information.

● (1620)

[English]

Mr. Charles Sousa: Thank you, Professor.

Professor Caulfield, do you agree that name-calling or allega‐
tions of wrongdoing by certain officials in the House toward other
officials actually lessens the degree of integrity in the political dis‐
course and, worse, creates threats and dangers in the system?

The Chair: I'm trying to stay on time, so give us a short answer,
please.

Mr. Timothy Caulfield: Yes, I do, and there's evidence to back
this up, as my colleague noted. There's no doubt that this kind of
polarized discourse heightens tension.

By the way, it also makes it very difficult for those of us who are
trying to do research when we have our integrity questioned and
our reputations smeared.

Again, there is evidence that this is one of the strategies used by
those pushing misinformation to delegitimize voices that are trying
to counter misinformation, and unfortunately it's very effective.

The Chair: Thank you.

[Translation]

Mr. Villemure, you have the floor for two and a half minutes.

Mr. René Villemure: Thank you very much, Mr. Chair.
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As was just pointed out, I only have two and a half minutes, so
I'll be fairly quick.

I'd like to thank the two witnesses for being with us.

Mr. Caulfield, I regret that your integrity was attacked. That's
just wrong.

Ms. Lalancette, if you had three recommendations to submit to
us in a bullet list, what would they be?

In addition, if you have any comments to submit to us in writing,
I invite you to do so.

I would then ask Mr. Caulfield to answer the same question.
Ms. Mireille Lalancette: First, we need to regulate what goes on

in the House of Commons so that no falsehoods can be uttered
there.

Then, with regard to the public, as my colleague was saying, we
need to run awareness campaigns to increase people's knowledge of
the media.

Finally, we need to regulate digital social media platforms so that
they are accountable for what is said on them. In the U.S., there's
the issue of freedom of expression, but this can be defined differ‐
ently in Canada. My colleague, who specializes in law, can explain
it even better than I can.

Be that as it may, those are my three recommendations, which af‐
fect elected officials, citizens and media companies respectively.

Mr. René Villemure: Thank you very much.

Mr. Caulfield, I'd like to hear your three recommendations,
please.
[English]

Mr. Timothy Caulfield: Very briefly, I agree we need strong na‐
tional support for critical thinking and media literacy courses that
are available to all Canadians and in all of our school systems.

I think we need to support independent, trustworthy fact-check‐
ing, debunking and pre-bunking entities that are doing those in an
independent, positive way.

Yes, I think we should consider, at the national level, a target of
regulation. I'm actually a very strong supporter of freedom of ex‐
pression, so I think this has to be done very cautiously and in a very
targeted manner—for example, around elections and hate speech.
However, I also think this is something else that needs to be in the
tool kit.
[Translation]

Mr. René Villemure: Thank you very much.

Ms. Lalancette, I'm turning to you again, briefly.

As you know, there are fewer and fewer philosophy courses in
Quebec. And yet, this afternoon, two of you have said that we need
to increase critical thinking. How are we going to do that?

Ms. Mireille Lalancette: I think it can be done in different
ways. It can be done in schools, but also elsewhere, in other organi‐
zations. We could also provide funding for programs that address

these issues. At Radio-Canada, for example, there's already a pro‐
gram called Les décrypteurs, that deals with disinformation. Work‐
ing on these issues, making them fun and interesting for the popula‐
tion at large, could be a way for traditional media to regain legiti‐
macy.

● (1625)

[English]

The Chair: Thank you, Mr. Villemure.

Mr. Green, go ahead for two and a half minutes.

Mr. Matthew Green: Thank you very much, Mr. Chair.

I want to thank Mr. Cooper for providing a textbook example of
a growing anti-intellectualism, one that seeks to attack the expertise
of subject matter experts.

I want to allow Mr. Caulfield to comment from a public health
perspective.

How can parliamentarians better identify and counter misinfor‐
mation and disinformation of the kind we witnessed here today, es‐
pecially during times of crisis, in order to protect trust in science-
based policy decisions?

Mr. Timothy Caulfield: Well, I think we need to try to respect‐
fully counter misinformation with the body of evidence.

There's a very interesting growing literature. There's been some
interesting research done in both the United States and Europe that
talks about representing what the scientific consensus actually says
on a topic. That also goes to explaining what the scientific consen‐
sus is. Science is hard. It's messy. It's always contested. That's
healthy. However, there's often a body of evidence that policy-mak‐
ers and politicians can turn to.

I think part of the critical thinking skills we need to impart to
Canadian citizens is understanding the scientific process—what the
scientific process is, how science is done, how science is funded,
and how that funding is obtained and used in order to maintain that
trust.

Look, the funding process is not perfect. In fact, my forthcoming
book talks about all the problems with how science is done and the
knowledge production crisis we have. We need to make trustworthy
science and have trustworthy sources of facts. We also need to have
collegial discussions about how relevant those facts are to our poli‐
cies.

Mr. Matthew Green: In the time remaining—I have close to a
minute left—could you elaborate on pre-bunking? You started to
talk about this. You talked about “belief speaking” and how that's
different from evidence-based decision-making.

What is a pre-bunking approach, and how can parliamentarians
implement this strategy to proactively address misinformation and
disinformation in their communications with constituents, particu‐
larly during election periods?
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The Chair: You have about 30 seconds.
Mr. Timothy Caulfield: There's a lot of fascinating research on

pre-bunking by people like Gordon Pennycook, Sander van der
Linden and others that shows that if you highlight to people what
misinformation might look like and what kinds of strategies might
be used to push it—such as relying on an anecdote instead of the
body of evidence—they'll be prepared to see it. If you do that,
they're less likely to spread the misinformation or internalize it.

We can hopefully figure out ways to do that at scale. However,
it's also something you can remind yourself to do, and remind your
friends and family to do.

The Chair: Thank you.
Mr. Matthew Green: Mr. Chair, quickly, before you dismiss the

witnesses—
The Chair: I'm not. I have two and a half minutes and then two

and a half minutes to go, Mr. Green.
Mr. Matthew Green: Oh, great. Thank you. That's perfect.
The Chair: Okay. I have Mr. Caputo for two and a half minutes.

Mr. Housefather will conclude for two and a half minutes.

Mr. Caputo, go ahead, please.
Mr. Frank Caputo (Kamloops—Thompson—Cariboo, CPC):

Thank you to the witnesses. I appreciate your being here on this
very important issue.

I've reviewed testimony on this issue from the past. Professor
Caulfield, I think you'd agree with me that government has what we
would call a positive obligation to act when it comes to disinforma‐
tion and misinformation. Is that correct?

Mr. Timothy Caulfield: I think so, given the gravity of the is‐
sue.

Mr. Frank Caputo: Certainly.

That positive obligation goes right down to the bottom person
working the line at Elections Canada, and it goes right up to the
top, to the Prime Minister.

Would you agree with that?
Mr. Timothy Caulfield: I would agree with that.
Mr. Frank Caputo: If the government fails to act when it has

what I certainly would call a moral duty—and I would actually say
is a legal duty—to act, that is what we in law would call an omis‐
sion. It's a duty to act and a failure to act.

We have common ground there, I take it.
Mr. Timothy Caulfield: I think so. I'm not sure of the context. I

anticipate that there's more to come.
Mr. Frank Caputo: Yes, there's certainly more to come.

My point is this: We have a situation where one of our former
colleagues, Kenny Chiu, is no longer here, and there is clear evi‐
dence of misinformation. We also know that 11 people have been
either wittingly or semi-wittingly—those aren't my words, but the
words of a report—assisted by hostile states. I'm paraphrasing here.

In situations when the Prime Minister knows or Elections
Canada knows, obviously a failure to act by them is propagating the
very thing that we should be shining the light on, is it not?

● (1630)

Mr. Timothy Caulfield: This is what I'll say.

I feel so passionately about this issue. I agree that we need an in‐
credibly high standard for public officials and for politicians when
it comes to issues of misinformation, for explaining when it has
happened or when misinformation perhaps has not been clarified
for the public in a way that can ensure trust.

I think that we are on the same page. I think it's very important
for public trust—

Mr. Frank Caputo: I'm sorry. I just have 20 seconds.

My point is this: When the government has information, it
should act. When it doesn't act, it not only fails the people who've
built their lives on running for office, but it denigrates and degrades
the very democracy that we are standing here purporting to defend.

Would you agree?

The Chair: Answer quickly.

Mr. Timothy Caulfield: I'm not sure of the exact context of that
comment, but it sounds like I agree with the spirit of what you're
saying.

I apologize if I don't know specifics to which you refer.

The Chair: It's hard, Mr. Caulfield, in two and a half minutes, to
get to any sort of substantive stuff. Hopefully Mr. Housefather can
do that.

Go ahead, sir, for two and a half minutes. You're going to end
this.

Mr. Anthony Housefather (Mount Royal, Lib.): Thanks very
much to the witnesses.

I am not going to use my time in any partisan way to try to dig
in. I don't consider either of you to be hostile witnesses or witnesses
needed to meet political points. I actually have a real question that I
would like to ask. I'm going to try to divert it away from Canadian
to U.S. politics so that I don't feel that I'm acting in a partisan way
here.

Donald Trump is probably one of the biggest liars in the world.
Donald Trump, for example, said that he won the 2020 election and
that it was rigged.

When I get to my question, you'll understand it. I want to under‐
stand where misinformation comes.
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Certainly that high-level comment is not true, but he may, for
whatever reason in his head, believe it to be true. However, when
he gets to saying that Dominion Voting machines switched the
votes; when he gets to claiming that in Georgia, this number of
people who voted were dead, which he knows isn't true; and when
he starts claiming that people in the voting stations were taking
boxes and taking ballots out of boxes when they were handing each
other candy, this is where you really get into misinformation, be‐
cause it's a direct lie.

Professor Caulfield, at what point is it misinformation?

All of these things to me are misinformation, but is it only when
you get to the linear, direct lies that you're at a misinformation point
that we should be fighting against—because otherwise you're tak‐
ing away a larger idea that they may believe in—or is the larger
idea that the election was a fraud also clearly a lie and we should be
handling that as well?

I hope you understand.
Mr. Timothy Caulfield: I do understand. I think it's important to

recognize that 60% to 70% of Republicans believe the big lie,
which is absolutely astounding. It's going to have an impact on the
election.

I think there is a way to deal with the big lie at a meta level—in
which case you point out that the big lie is wrong—and also to
carefully outline all of the things that you highlighted and why
they're factually in error. This really goes to that idea of belief
speaking versus fact speaking. I actually think that many people
don't believe that it was stolen, but they believe the gist of the
point. They're very willing to accept the broader lie.

You have to do both. You have to talk about the error of the meta
lie and then you have to unpack each specific lie.

By the way, again, this happens across the ideological spectrum.
I can give you examples from the left.

The Chair: Thank you, Mr. Caulfield and Mr. Housefather.

We've had other witnesses here. We've been studying this for
several meetings now. I've asked this question of the other witness‐
es, and I'm going to ask each of you to answer the question.

We've seen Facebook pull back on the application of links on
their website. Oftentimes, people would rely on Facebook. It would
be simply a copy and paste of a story, whether it was to The Globe
and Mail, whether it was to BarrieToday, or other newspapers.
That's been lost, so that source of credible information, fact-
checked information, has also been lost.

In your opinion, given the fact that Facebook has taken this ac‐
tion as a result of a dispute with government, do you believe it fills
in a vacuum of misinformation, or the potential of a vacuum of
misinformation, that could be put online in absence of this fact-
checked information from credible news organizations?

I'll start with you, Mr. Caulfield.
● (1635)

Mr. Timothy Caulfield: I actually wrote a short piece on exactly
this. I think it highlights how challenging it is to regulate this space.

My short answer is that I am worried. I am worried that a vacu‐
um was created by removing reputable sources and it's been filled
with information that is less credible, and I think that is a real prob‐
lem. However, the larger goal of that policy, of supporting journal‐
ism, is so important.

The value of journalism to a liberal democracy can't be overstat‐
ed, and it's in jeopardy, as my colleague pointed out in her opening
statements. We've seen how this played out in other jurisdictions,
such as Australia. I am worried about how it's playing out right
now. I wish I had a better answer for you, other than saying this is
complex.

The Chair: That's good. That's helpful.

[Translation]

Ms. Lalancette, do you have an opinion on this issue?

Ms. Mireille Lalancette: Yes, of course.

As I explained in my opening remarks, this situation is the result
of a perfect storm. Social media forced traditional media to go to
these platforms in order to survive, and they used their content for
free. Now that the government is trying to save traditional media by
charging digital social media platforms, we're no longer able to
transmit credible information from media.

This does create a huge problem. As research shows, it was
thanks to digital social media platforms like Facebook that people
read The Globe and Mail, The Gazette, Le Devoir or the National
Post, for example. Now that this content is no longer available, peo‐
ple don't read it. Instead, they rely on influencers, who don't have a
code of ethics, media code or code of conduct like journalists do.

The Chair: Thank you, Ms. Lalancette. On behalf of the com‐
mittee, thank you for your testimony today.

[English]

Mr. Caulfield, thank you for being with us today. The informa‐
tion that you've provided has helped the committee.

I am going to—

Sorry, Mr. Green, you did have something to say. Go ahead.

Mr. Matthew Green: Yes.

It's often the case, Mr. Chair, as you will know, that these conver‐
sations provide an opportunity for witnesses to perhaps respond in
writing for answers that they may not have been able to put into
their brief time.

Through you, to the witnesses, I would like to encourage them
that if there were topics raised—facts, figures, studies, recommen‐
dations—they feel would be for the good and public welfare, to put
it to us in writing for consideration at the report-writing stage.
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The Chair: Thank you for that, Mr. Green.

Mr. Caulfield, Madam Lalancette, if there's anything at all, in ad‐
dition to what you've spoken about today—I know an hour goes by
really quickly—that you can provide the committee to help in its
deliberation and presentation of this report to government, I would
appreciate if you could send that to us.

Typically I like to put a deadline on things, so if you could have
it here by next Friday at five o'clock, that would be helpful for the
clerk, and the parliamentary analysts as well, to possibly include
that information into whatever report we come up with. Thank you.
[Translation]

Mr. René Villemure: When you say Friday, are you talking
about tomorrow?

The Chair: No, I'm talking about Friday of next week. Tomor‐
row would be too quick.
[English]

The Chair: Thank you again.

We're going to suspend for a couple of minutes until we flip over
here and have our next witnesses come in. Both are ready to come.
Thank you.
● (1635)

_____________________(Pause)_____________________

● (1645)

The Chair: Welcome back, everyone, to hour number two. I ex‐
pect that we are going to have two full rounds, and I would like to
welcome our witnesses for the second hour.

From DisinfoWatch, we have Mr. Marcus Kolga, who is the di‐
rector.

Welcome to the committee. I know we had a bit of an issue last
time, but we worked it out, and we're so pleased to have you here
with us today.

From Mila, which is the Quebec artificial intelligence institute,
we have Yoshua Bengio, founder and scientific director.

Mr. Kolga, we're going with you to start. You can address the
committee for up to five minutes.

We expect that we're going to be here for the full hour. I hope
you guys are okay with that. I see thumbs-up, which is excellent.

Mr. Kolga, go ahead, please, for five minutes.
Mr. Marcus Kolga (Director, DisinfoWatch): Thank you, Mr.

Chairman and members of the committee, for the privilege to speak
about the threat of disinformation, specifically Russian information
and influence operations targeting our democracy.

Over the past decade, we've witnessed a disturbing increase in
the Kremlin's efforts to undermine our democratic institutions,
erode our social cohesion and advance its geopolitical interest
through state media, proxies and collaborators within Canada.
While significant attention has been directed toward Chinese gov‐
ernment interference in recent years, we've not fully addressed the
equally dangerous and sophisticated information campaigns waged
by the Kremlin.

The threat to Canada is real, and it cannot be ignored, as recent
actions to disrupt these operations by the U.S. government have
highlighted. The U.S. Department of Justice recently indicted two
employees of Russia Today, RT, a Russian state entity that operates
not merely as a media outlet but, as the U.S. Department of State
and Global Affairs have noted, as an important component of Rus‐
sia's intelligence apparatus. This indictment, which implicates
Canadians in RT's operations and as its targets, is nothing less than
a smoking gun. Canada is a key target of Russian information war‐
fare.

An FBI affidavit that was published at the same time as the in‐
dictment details Kremlin documents and minutes from meetings
with one of Vladimir Putin's top advisers, highlighting the regime's
commitment to weaponizing information. The tactics exposed in‐
clude developing and spreading lies and conspiracies, manipulating
social media algorithms and using Russian and North American in‐
fluencers to amplify them in efforts to destabilize democratic soci‐
eties, and that includes Canada.

The objectives are clear: to ignite domestic conflicts, to deepen
social divisions, to weaken nations that oppose Russian aggression
in Ukraine and to erode public support for Ukraine.

Canadian parliamentarians have also been targets of these opera‐
tions over the past decade. Following our government's strong
stance against Russia's illegal annexation of Crimea in 2014 and
our leadership of NATO's enhanced forward presence mission in
Latvia, we witnessed Russian information and influence operations
targeting Canadian officials and policies. Prime Minister Harper's
government was an initial target, including during the 2015 federal
election. This was followed by the targeting of then foreign minis‐
ter Chrystia Freeland and other outspoken parliamentarians.

It's important to note that the Kremlin does not favour any spe‐
cific Canadian political party. Instead, as the Kremlin documents
clearly outline, they seek to exploit existing divisions and create
conflict to undermine our democracy and further their interests.
This includes diminishing support for Ukraine and weakening inter‐
national alliances like NATO that oppose Russia's aggression.
We've now learned that RT invested $10 million in a company
founded by two Canadians aimed at advancing Russian narratives
in the U.S. and within our own borders.

A recent poll we conducted at DisinfoWatch with the Canadian
Digital Media Research Network indicates that most Canadians
have in fact been exposed to Russian disinformation about Ukraine
and are vulnerable to it. Canadian influencers play a key role in ad‐
vancing the Kremlin's narratives in Canada and in the U.S., as do
the Canadian academics and activists who collaborate with Krem‐
lin-controlled think tanks like Vladimir Putin's Valdai Club and the
Russian International Affairs Council, which are on Canada's sanc‐
tions list.
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To disrupt and deter these well-documented Kremlin operations
and to protect Canadians, the Canadian government, law enforce‐
ment and the intelligence community must acknowledge the seri‐
ousness of the threat they pose to our democracy and society. We
must conduct thorough investigations into Russian collaborators
and proxies operating within Canada and hold them to account un‐
der our laws. This includes any sanctions laws that may have been
violated, including the foreign influence transparency registry and
Bill C-70.

Given Russia's ties to foreign intelligence services, Canada must
follow Europe's lead in banning all Russian state media from public
airwaves and the Internet. This should be extended to Chinese and
Iranian state media and state-controlled outlets as well. We should
also introduce new legislation based on Europe's Digital Services
Act, holding social media companies accountable for the content on
their platforms and the algorithms that amplify it.

By enforcing transparency, content moderation and reporting re‐
quirements, we can make it significantly harder for hostile actors to
weaponize these platforms to spread disinformation in Canada.

Finally, we need to acknowledge and address the rise of foreign
authoritarian transnational repression targeting Canadian activists,
journalists, diaspora communities and, indeed, parliamentarians.
● (1650)

The persistent efforts of foreign authoritarian regimes to under‐
mine our democracy and social cohesion must be met with equally
persistent measures and resources to confront, disrupt, deter and,
ultimately, prevent them from succeeding.

Thank you again for this privilege. I look forward to your ques‐
tions.

The Chair: Thank you, Mr. Kolga. You can breathe now. That
was a wordy, well-done statement. Thank you, sir.

Mr. Bengio, go ahead, please. You have up to five minutes to ad‐
dress the committee.
[Translation]

Mr. Yoshua Bengio (Founder and Scientific Director, Mila -
Quebec Artificial Intelligence Institute): Thank you.

I am grateful for the opportunity today to share with the Standing
Committee on Access to Information, Privacy and Ethics my
thoughts on misinformation and disinformation based on artificial
intelligence.

The past few years have seen impressive advances in the capabil‐
ities of generative artificial intelligence, starting with the generation
of images, speech and video. More recently, these advances have
extended to natural language processing, which the public wit‐
nessed with the release of OpenAI's ChatGPT model.
[English]

Since the end of 2022, nearly two years ago, this last element
brought us into an unprecedented technological reality, one in
which it is becoming increasingly complex for the average citizen
to determine whether they are conversing with a human or a ma‐
chine when they interact with these models. This state of affairs, by
the way, is commonly known in computer science as “passing the

Turing test”: We can't distinguish between AI and a machine
through a text interaction, and so the boundaries between human
and artificial conversations are getting more blurred as these sys‐
tems become more powerful and advanced after each release.

All of this is controlled by a handful of companies—all for‐
eign—that have the required financial and technical resources.
We're talking about over $100 million to train the latest models—
and growing—so it's going to be billions pretty soon.

When analyzing the progress and acceleration of AI trends, we
see that AI capabilities don't seem to be about to plateau or slow
down. Between 2018 and today, every year, on average, “training
compute” required to train these systems has quadrupled; the effi‐
ciency by which they exploit the data has increased by 30%—in
other words, they don't need as much data for achieving the same
efficiency of answers; the algorithmic efficiency has tripled—in
other words, they are able to do the same computation faster; and
the investments in AI have also been rising exponentially, increas‐
ing by over 30% per year, and in the last few years were an average
of $100 billion, growing quickly towards the trillion.

There was a recent study carried out in Switzerland that I think is
very important to the discussion of this committee. It showed that
GPT-4, the latest version you can find online, has superior persua‐
sive skills to humans in written form. In other words, they can con‐
vince somebody to change their mind better than humans.

What's interesting, and maybe scary as well, is that this advan‐
tage of the machine over humans is particularly strong when the AI
has access to the user's Facebook page, because that allows the AI
to personalize the dialogue. That's just now, so you can expect fu‐
ture generations of models to become even stronger, potentially su‐
perhuman in their persuasive abilities, and in ways that can disrupt
our democracies. They could be much stronger than what we've
seen with deepfakes and static media, because now we're talking
about personalized interactive connections between AI and people.

I trust that most large organizations that develop these models
make some efforts to ensure that they are not used for malicious
purposes, but there are currently no regulations forcing them to do
so anywhere in the world—well, I guess China is leading on this—
and models, especially when they are open-sourced, such as Meta/
Facebook, can easily be modified by malicious individuals or
groups to change those models.
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For example, they would be stronger at persuasion, helping more
to build bombs, perpetrating all kinds of nefarious actions and pro‐
viding information that can help terrorists or other bad actors. In the
absence of a regulatory framework and mitigation measures, the de‐
ployment of such malicious capabilities would certainly have many
harmful consequences for our democracy.

To minimize these pitfalls, the government needs to do a few ur‐
gent things. We need to pass Bill C-27, in particular to label AI-
generated content. We need privacy-preserving authentication of
social media users so they can be brought to justice if they violate
rules. We need to register the generative AI platforms so govern‐
ments can track what they're doing and enforce labelling and water‐
marking.
● (1655)

We need to inform and educate Canadians about these dangers to
inoculate them with examples of disinformation and deepfakes.
[Translation]

Thank you for this opportunity to share my perspectives. This is
an important exercise. Artificial intelligence has the potential to
generate considerable social and economic benefits, but only if we
govern it wisely rather than endure it and hope for the best. I often
ask myself: will we be up to the scale of this challenge?

Thank you.
The Chair: Thank you, Mr. Bengio.

We'll begin the first round of questions, where each round will be
six minutes.
[English]

Mr. Caputo, go ahead, please, for six minutes.
Mr. Frank Caputo: Great. Thank you, Mr. Chair

I'd like to thank the witnesses for being here. It's appreciated that
you have taken time out of your schedule, especially when we're
dealing with something so important.

I'm going to focus my time on Mr. Kolga. I've reviewed your tes‐
timony.

I'm not sure whether our two witnesses were online for the last
round. Can you just give me a thumbs-up or thumbs-down for yes
or no? No, you were not. Okay. I apologize.

I'm going to cover some ground that I covered during the last
round.

Mr. Kolga, I'm going to present a few things that I think are
probably fairly straightforward. I've reviewed your prior testimony
and I've reviewed the testimony of a former colleague of ours, Ken‐
ny Chiu, on foreign interference. To me, that is one of the central
issues of misinformation and disinformation.

Obviously, it's my view—and I hope you will agree, Mr. Kol‐
ga—that the government has what we would say in law is an obli‐
gation to prevent electoral interference. That obligation starts from
the bottom, at Elections Canada and any other enforcement agen‐
cies, and goes straight to the top to the Prime Minister.

We have agreement on that, I take it.

Mr. Marcus Kolga: Yes. In principle, I agree, of course.

Mr. Frank Caputo: I'm not trying to trap you or anything. To
me, that's really trite.

The reality is that most of us worked very hard to get here. It's
not easy. Therefore, when there is interference in an election and
there is uncertainty as to whether or not it affected the election—
I'm talking about both at the national level and at the riding level—
that's going to be a win for any hostile state actors that are interven‐
ing. Is that correct?

Mr. Marcus Kolga: Yes, I would agree.

Mr. Frank Caputo: The fact that we're even talking about this
shows that the intervention was, to some degree, successful. Is that
right?

Mr. Marcus Kolga: To a degree, maybe.

Mr. Frank Caputo: That's fair enough.

Clearly, there was foreign interference in the election in Steve‐
ston—Richmond East. The government knew about this and did
nothing.

At what point should the government be acting? Should it not be
acting immediately and informing Canadians by shining light on
this, because that is the best disinfectant—the best antidote, if you
will—against electoral interference and the misinformation that
comes with it?

● (1700)

Mr. Marcus Kolga: I should note that at DisinfoWatch, we were
made aware of these efforts about two to three weeks into the writ
period, and it took us maybe four or five days to analyze the data
we received from various different sources, including sources with‐
in the Chinese community in Canada. We produced an election
alert, which we posted to our website about a week and a half be‐
fore election day. I think that as an independent civil society organi‐
zation, we have the ability to act a bit more nimbly and quickly.

Now, did that alert prevent the interference from happening? No.
It had already happened at that point. I don't know whether we were
able to have any impact. However, I think that in future elections,
the government and the organizations being set up inside of that to
monitor elections should be much quicker to report instances of in‐
terference.

There were very simple instances that could have been reported
quickly, including the Global Times piece that was published in
Chinese state media, attacking the Conservative Party and its lead‐
er, Mr. O'Toole. That could have been reported very quickly.

In future elections, we need to improve those timelines to get that
reporting out there. Any instances of interference and efforts to in‐
terfere in our elections should be reported much more quickly than
they were during the last election.
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Mr. Frank Caputo: Well, certainly. I mean, now we have 11
people who have been identified as either wittingly or semi-witting‐
ly having been assisted by hostile states. We don't know their
names. If light is the best disinfectant—we have been slow to react
when it comes to foreign interference, and I think we can agree on
that—are we not just perpetuating the exact same pattern of the
government?

This goes right to the highest level, because the decision is with
the Prime Minister. Are we not just perpetuating that more and
more by failing to act in this instance right here, right now?

Mr. Marcus Kolga: I would agree. I think it's at all levels. For
quite some time, I've been advocating greater transparency when it
comes to collaboration with foreign governments, especially au‐
thoritarian foreign governments. I think Bill C-70 will go a long
way to helping with that, so yes, I would agree with you—

Mr. Frank Caputo: I apologize for cutting you off. I just want
to end with this quote from Kenny Chiu.

The Chair: Please be quick, Mr. Caputo.

Mr. Frank Caputo: This is what he said about foreign interfer‐
ence on April 30, 2024:

...what I heard during the hearings shook that a little bit because it looks like
there are some Canadians who are more valuable and worthy of protection than
others.

I hope every Canadian, regardless of what party they run with, is
worthy of protection in the future.

The Chair: Thank you, Mr. Caputo.

Mr. Kolga and Mr. Bengio, we have a short period of time, six
minutes, for questions here. Oftentimes members will reclaim their
time or maybe cut you off before you're able to answer, but it's the
member's time. They're just trying to maximize that. Please don't
take it personally.

I have Ms. Khalid next, for six minutes. Go ahead, Ms. Khalid.
Ms. Iqra Khalid: Thank you very much, Chair.

Thank you to the witnesses for being here today and for your
opening statements.

One thing that I think is quite clear with misinformation, disin‐
formation, hate speech and its role by state actors and non-state ac‐
tors is the point that the strength of any country or any state is its
people. That whole war of using misinformation and disinformation
to create disruption, create agitation and undermine the democracy
of a state like Canada is troubling. It leaves a lot of the communi‐
ties that are impacted very vulnerable.

I'll start with you, Mr. Kolga. You mentioned local influencers
being used to amplify messages. You used Russia as an example.
I'll say that we've also seen stories and articles of Indian influencers
who have called upon the Government of India to put money into
political parties here in Canada to ensure that a certain political par‐
ty wins the upcoming election, for example. We've seen Russian
bots trying to influence a certain political party and its perception
here in Canada as well.

How do we regulate that? How do we hold people to account
while also maintaining the sensitivity around local communities
that become victims on both sides of the situation, ultimately?
● (1705)

Mr. Marcus Kolga: Thank you so much for that question.

We have Bill C-70 coming into place now. Ultimately, it comes
down to ensuring that it is implemented properly to ensure that we
are enforcing the legislation that's already in place.

I mentioned during my opening remarks that Canadians were
working directly with RT. The U.S. DOJ indictment about that case
clearly indicated that Canadians received payment into Canadian
bank accounts. The timelines that were presented in that indictment
would indicate that those payments were made during a period
when RT was under Canadian sanctions. Services were delivered to
RT and payment was made from RT to Canadian bank accounts.
That, to me, would indicate a potential violation of our sanctions
legislation.

My question would then be this: What is the Canadian govern‐
ment doing about that? Is there an investigation into sanctions vio‐
lations? Are we going to enforce the legislation that we already
have in place? If we don't do that, that will send a message to all of
these foreign regimes that engage in foreign influence operations
and information operations that it's the Wild West: They can do
anything in this country.

We need to begin right now by enforcing the current legislation
that we have in place.

Ms. Iqra Khalid: Thank you very much.

I will continue down that line. What is the responsibility of polit‐
ical parties in this? For example, the Conservative Party was re‐
cently targeted with Russian bots to claim that many people had at‐
tended a rally that happened, etc. What is the accountability, then,
or the responsibility of the Conservative Party, just to use them as
an example—there are examples across all parties on this—to make
sure that they're not victims or targets, whether wittingly or unwit‐
tingly, of this kind of interference?

Mr. Marcus Kolga: I should clarify one point.

There has been research into the instance that was mentioned and
the allegation about Russian bots supporting the Conservative Party
after a specific rally. In fact, that has been proven to be untrue.
Those bots, according to researchers at McGill University, were ex‐
perimental; a student was just playing around with bots and hap‐
pened to latch on to that specific case. Any sort of blame that has
been laid or any allegations regarding the Conservative Party, or
even Russians, in that case should be discounted. That did not hap‐
pen.

Of course, I think all parliamentarians have a moral obligation to
reject any sort of disinformation and misinformation and to not en‐
gage in the use of it. More needs to be done in terms of educating
parliamentarians. I strongly support annual training for all parlia‐
mentarians and their staff on misinformation, disinformation and
influence operations to know what they look like so that they're
able to detect them when they see them and run across these sorts
of narratives. That's very important.
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I've long advocated the creation of a committee inside Parliament
where representatives of each of the major political parties would
be in attendance. They would get briefed on a weekly or biweekly
basis on emerging narratives so that everyone was on the same
page and to avoid anyone mistakenly or inadvertently amplifying
some of these narratives.

Those are a couple of fairly simple steps that we can take to help
parliamentarians. I do believe that most parliamentarians—I would
say all parliamentarians—want to do the right thing and fulfill that
moral obligation in not amplifying these sorts of narratives.

Ms. Iqra Khalid: Thank you very much for that. I really appre‐
ciate your clarification.

I'll turn to Mr. Bengio for a quick second.

You spoke about the use of artificial intelligence. There was a re‐
cent article talking about deepfakes of Justin Trudeau used for pas‐
sive income ads. There's a video—
● (1710)

The Chair: We're over time, but I'll let you finish quickly.
Ms. Iqra Khalid: Thank you. I appreciate that, Mr. Chair.

Are we talking about just state actors or non-state actors with re‐
spect to foreign interference?

As Mr. Kolga said, there are a whole bunch of different things
that are going on here. It's not just one entity that is operating.

The Chair: Thank you.

We're 28 seconds over time.
[Translation]

Mr. Bengio, please answer briefly.
[English]

Mr. Yoshua Bengio: Those tools are very easy to use; a kid
could do it on their laptop. You don't need to be a state actor to use
deepfakes. Some of the things I've been talking about regarding us‐
ing bots for persuasion are more advanced, but as everything gets
more advanced, it's going to be easier for people who are not even
state actors and terrorists to use them.

The Chair: Thank you.
[Translation]

Mr. Villemure, you have the floor for six minutes.
Mr. René Villemure: Thank you very much, Mr. Chair.

Thank you, witnesses.

Mr. Bengio, thank you for being with us for the second time. We
had an unfortunate experience the first time. It's always a pleasure
to talk with you.

Our study focuses on the effects of disinformation on parliamen‐
tarians. Could you tell us about the risks parliamentarians face in
relation to disinformation, misinformation and so on?

Mr. Yoshua Bengio: My expertise lies in artificial intelligence,
so I'll confine myself to that aspect.

As I said earlier, people can now make deepfakes using very
easy-to-use software. In the case of public figures for whom it's
easy to obtain images or voice samples, it becomes easy to imitate
them. You can reproduce their voices very convincingly. As for
video, it's not always perfect, but it's becoming more and more ef‐
fective.

What also worries me is that these systems are leading us in a di‐
rection where we'll be able to impersonate someone we know inter‐
actively. It's like someone committing phone fraud. Using artificial
intelligence, they pretend to be someone else, and the caller on the
other end of the line actually believes they're talking to the person
in question. So you could receive a phone call from a supposed po‐
litical leader and think it's really him.

All this is developing. So, we absolutely must put in place regu‐
latory safeguards to minimize the risks and be able to prosecute
people who, under the cloak of anonymity, cheat on the Internet.

Mr. René Villemure: A little earlier, you mentioned Bill C‑27.
We're very familiar with this bill.

When it comes to artificial intelligence, what best practices from
other countries could be applied here to protect parliamentarians
and Canadians?

Mr. Yoshua Bengio: One of the important things to do would be
to better monitor systems that can be used for dangerous purposes.
As I said, these systems cost hundreds of millions of dollars. The
companies that make them should be obliged to make statements to
the government, as well as to show what they're doing to prevent
their systems from being used for purposes that are dangerous to
democracy, such as the situations we're concerned about today. For
example, they should show what kind of tests they carry out. Civil
society should also be able to take a look at all this. That's a mini‐
mum.

As I mentioned, there would also be things to do regarding the
way social media are organized. There are technologies that would
keep users anonymous, but allow the government to find them if
they were doing something illegal. Today, the government doesn't
have that option. However, companies won't voluntarily use this
kind of technology, because it creates friction when creating user
accounts, and they don't want to put themselves at a disadvantage
compared to other companies. If governments decided to do some‐
thing like this, we'd create a level playing field for all companies,
and that would be good for society in general.

Mr. René Villemure: Stills on the artificial intelligence front,
are there rogue actors or rogue countries that are more likely to use
artificial intelligence for bad purposes?

Mr. Yoshua Bengio: The country that is most advanced in artifi‐
cial intelligence, after the United States, is China. It has a very large
critical mass of researchers and companies, not to mention military
or national security organizations, in particular, which can do all
sorts of things and have a lot of resources.
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However, it's not just this kind of player that's worrying. There
are also smaller players who can use software like Meta's Llama,
which is available online. They can use all these cutting-edge sys‐
tems without anyone knowing. They can even adapt these systems
so that they are specialized to carry out a task that is dangerous for
democracy, or even humanity.
● (1715)

Mr. René Villemure: In other words, malice is accessible to
many, not just one state, given that systems like Meta's are accessi‐
ble.

Mr. Yoshua Bengio: Exactly.
Mr. René Villemure: In your opinion, in the current state of its

language analysis, is artificial intelligence capable of detecting a
lie?

Mr. Yoshua Bengio: A lot of people are working on this. There
are systems that try to do fact-checking, but they're not perfected
yet. I think that today, we have to depend on human beings to do
this.

But this is the kind of research we should be funding. States, to‐
gether, should invest in developing artificial intelligence in such a
way that it is beneficial to democracy rather than harmful. But it's
not necessarily profitable, so it should probably be up to govern‐
ments to build a defence system against attacks from evil actors us‐
ing artificial intelligence.

Mr. René Villemure: Given the advances in artificial intelli‐
gence, particularly in lie detection, which is an aspect I'm very in‐
terested in, can we consider that privacy should become a public
good that we should protect?

Mr. Yoshua Bengio: It's a choice we can make. I think this
choice has been made in Europe. Here, we're moving in that direc‐
tion. I don't really want to take a position on that. There are pros
and cons, and it's not all black and white.

What worries me more are the dangerous uses of these systems.
What worries me is that today we're legislating on the basis of sys‐
tems that exist today. This is a mistake, because researchers in arti‐
ficial intelligence companies are working on systems that will be
released in one, two or three years' time. But developing laws and
regulations takes time. So we need to be proactive, think things
through and try to predict where artificial intelligence will be in
two, three or five years' time.

Mr. René Villemure: We saw that when ChatGPT arrived, legis‐
lators were taken by surprise.

Mr. Yoshua Bengio: Exactly.
Mr. René Villemure: Thank you very much.
The Chair: Thank you, Mr. Villemure and Mr. Bengio.

Mr. Green, you have the floor for six minutes.
[English]

Mr. Matthew Green: Thank you.

Welcome to the guests.

One of the privileges we have as members is to engage with sub‐
ject matter experts. Mr. Bengio, I know that you are certainly that.

I have some questions following up from my good friend Mr.
Villemure, as we seem to be on the same wavelength.

Given the increasing accessibility of technologies capable of pro‐
ducing deepfakes, as you referenced, in synthetic media, what spe‐
cific regulatory measures would you recommend to safeguard
democratic institutions in Canada from the potential weaponization
in spreading misinformation and disinformation?

Mr. Yoshua Bengio: Unfortunately, there is no silver bullet, so
it's going to be a lot of little things.

Unfortunately, a lot of the power to reduce those risks is in the
hands of the Americans, so it could be their federal government—
or California, these days.

However, I think there are things that the Canadian government
can do.

First of all, one of the most important things is that those compa‐
nies that are building those very powerful AI systems need to do
tests—which the U.K. and the U.S. AI Safety Institute, for exam‐
ple, are helping with—that try to evaluate the capabilities of the
system. How good is the AI at doing something that could be dan‐
gerous for us? It could be generating very realistic imitations or it
could be persuasion, which is one thing we haven't seen used that
much yet, but I'd be surprised if the Russians are not working on it
using open-source software.

We need to know, basically, how a bad actor could use the open-
source systems that are commercially available or downloadable in
order to do something dangerous to us. Then we need to evaluate
that, so we basically force the companies to mitigate those risks or
even prevent them from putting out something that could end up
being very disruptive.

Mr. Matthew Green: I think you referenced that because it's not
necessarily a commercially viable research track, nation states are
going to have to invest in this to give immunity. I think about this,
in some ways, as a form of national defence spending.

What opinion do you have, if any, around the possibility of creat‐
ing international regulations? For example, there could be treaties
that would deal with specificity around AI and would provide some
kind of international pressure or culpability should there be evi‐
dence of state actors.

I'll let you answer that first, and then I'll ask my follow-up ques‐
tion.

● (1720)

Mr. Yoshua Bengio: It turns out that I'm very much involved in
these kinds of efforts in the international community. I'm chairing
an international panel modelled more or less after the IPCC, but for
AI safety. I'm also involved with the UN and the OECD on discus‐
sions about harmonization and coordination of AI regulation and
treaties.
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There's still a long way to go. It's also important that each coun‐
try moves forward.

We have a proposed bill here in Canada, and we should do our
share. It's very similar in spirit to some of the things that the Ameri‐
cans have done with the executive order or what the Europeans are
doing with their AI act.

Then we need to play a very important role on the international
scene. Canada, being a medium power, is in a way less threatening
than the U.S., which also has very strong commercial interests. I
think we can agree more easily with the Europeans, for example,
and even with developing countries that also have issues with the
way things are progressing.

I think we can also really play an important, positive role in the
geopolitical battle that's coming along between the U.S. and China,
which is not making things easy for finding international solutions.

Mr. Matthew Green: I hear often that we have a digital axis of
evil. We talk about China. We talk about Russia. We sometimes talk
about India.

Is it not safe to say that all countries are engaging in this in some
form or another and that it's often a matter of degrees of rhetoric
about what is an influence campaign and having international influ‐
ence, versus international interference?

Going back to this idea of treaties and of internationally recog‐
nized law being established, you've mentioned the United States
and Europe. Are they not also involved in this? If so, are the regula‐
tions they're putting forward only considering the short-term and
domestic interests?

Mr. Yoshua Bengio: I think there are ethical red lines. We do
have legal protections that don't exist in other countries, so there
are differences. You're right. Everyone's trying to use technology to
their advantage in different degrees.

We should make sure that we have more transparency in how
these tools are used, whether it is by corporations or by state actors.
Our governments eventually might be tempted to use AI in order to
influence their own people. We need to have guardrails against that
as well. Of course, we need to protect against state actors who are
clearly intent on destabilizing our democracies.

You have to think that in a few years from now—maybe a
decade, I don't know—we're going to build machines that are going
to be as smart as humans. At least it's very plausible, and the major‐
ity of AI researchers think we're going to get there. How is that go‐
ing to be used? There's a chance that there's going to be an abuse of
that power by whoever controls these machines.

The Chair: Thank you.
Mr. Matthew Green: Thank you, Mr. Chair, for the indulgence.
The Chair: Yes. No worries.

We are going to the second round now, starting with Mr. Cooper
for five minutes.

Go ahead, Mr. Cooper.
Mr. Michael Cooper: Thank you very much, Mr. Chair.

Mr. Kolga, when you appeared before the procedure and House
affairs committee back in November of 2022 as part of its study on
foreign election interference, you gave testimony. I asked you some
questions about Beijing's disinformation campaign in Steveston—
Richmond East. Since then, a lot of new information has emerged
from the public inquiry and in other fora, including this committee.

Last week, the office of the Commissioner of Canada Elections
tabled a report at the public inquiry into foreign interference in fed‐
eral electoral processes and democratic institutions. The report con‐
firmed that the PRC targeted former MP Kenny Chiu in Steve‐
ston—Richmond East as part of a disinformation campaign de‐
signed to drive voters away from him, using fairly sophisticated ef‐
forts, including through the amplification of such disinformation on
social media platforms.

Madam Justice Hogue, in her initial report back in the spring,
noted that, “there is a reasonable possibility that these narratives
could have impacted the result in this riding.” In other words, the
disinformation was significant enough that it could have tilted the
balance in terms of the outcome of the election in that particular
riding, resulting in the defeat of Mr. Chiu.

I find that alarming. Do you? It seems to me that it should sound
the alarm on how serious the threat of foreign interference from
hostile foreign states, including the PRC, is to our democracy and
the integrity of our elections.

● (1725)

Mr. Marcus Kolga: I have no doubt that that operation did im‐
pact the result.

As to whether it tilted the result one way or the other in any sig‐
nificant way, we don't know that. There's no doubt that it had some
form of impact.

What to do about this in the future? Again, I will go back to my
statement earlier. We tried to raise the alarm about that operation as
it was happening or shortly after we observed it happening. This is
something that needs to be done in the future.

I'm not sure that it's the government necessarily that has a role in
doing that. Certainly we should be empowering civil society orga‐
nizations, those that are monitoring the information space, who un‐
derstand it and who understand where to look: Empower those
groups and individuals who are doing that work so that they can
alert Canadians and the Canadian media to those sorts of efforts
when they're happening. That will help to build resilience and
strengthen our democracy.

Mr. Michael Cooper: Well, you indicated that perhaps it's not
the role of government, but there were structures and processes in
place at the time of the 2021 election.
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I would note that in May of 2021, an IMU, an issues manage‐
ment note, was sent to the Minister of Public Safety that specifical‐
ly noted that Kenny Chiu's riding was of high interest to the PRC.
That IMU went into a black hole. The minister claims he never saw
it, even though it went to him, Minister Blair, his chief of staff and
the deputy minister of public safety.

Following the Global Times article of September 9, 2021, the
rapid response mechanism at Global Affairs Canada highlighted the
disinformation that was being spread. That was provided to the
election committee that had been set up by the government to
counter foreign interference and to bring awareness to interference
activities.

Through it all, Kenny Chiu was left to drown in a sea of disinfor‐
mation. Not only did he drown; in fact, there is evidence that the
Liberal Party actually amplified the disinformation being spread by
the Beijing-based regime. Not only is it the case that the PRC inter‐
vened in the Steveston—Richmond East riding; one of the major
political parties, namely the Liberal Party, actually amplified the
disinformation, perhaps resulting in the defeat of Kenny Chiu.

Would you agree that the system failed Kenny Chiu and failed
the voters of Steveston—Richmond East?

The Chair: I'll have to ask you to do this very, very quickly, Mr.
Kolga, please.

Mr. Marcus Kolga: I would absolutely say that there's room for
improvement within that system to ensure that when these instances
are detected in upcoming elections, they are brought to the attention
of those individuals who are being targeted.

That goes beyond elections; that goes to the spaces between elec‐
tions. Whether it's elected officials, candidates or activists being
targeted by information operations, they need to be notified. There
is lots of room for improvement.
● (1730)

The Chair: Thank you, sir.

Thank you, Mr. Cooper.

Mr. Bains, you have five minutes. Go ahead, please.
Mr. Parm Bains (Steveston—Richmond East, Lib.): Thank

you, Mr. Chair.

Thank you to our witnesses for joining us on this very important
study.

I'll draw your attention to Bill C-70. Are you familiar with mo‐
tion 112, which was also introduced in the House? What we're talk‐
ing about here is information.

Some important recommendations came out of this study. On the
misinformation piece, what Mr. Cooper ended with in his question
was that there was misinformation. The Liberal Party did not am‐
plify the claims that he's talking about. We've seen evidence of him
drawing different conclusions earlier in this study today as well.

However, I will stick to the important matters here—namely, the
solutions and what you're talking about in terms of what we can do
better. On the issue of information that's being shared, we can look
at the Security of Information Act. In fact, a former director of

CSIS came into the study and talked about how important it was to
use that as an enforcement tool. I talked about motion 112 and shar‐
ing information with hostile nations and some agreements we have
that already exist and that need to be reviewed. Motion 112 is
something I co-authored with MP Dhaliwal.

Can you expand on how important the Security of Information
Act is, within your scope of knowledge on that? What impact can
the fact that it hasn't been updated for over 20 years have?

Mr. Marcus Kolga: I think it will have a tremendous impact if
it's properly implemented, and, again, if it's enforced. That update
in Bill C-70 to the Security of Information Act will go a long way
to helping defend vulnerable communities, activists, journalists and
of course parliamentarians who are being targeted with transnation‐
al repression. I think that's positive.

There's the update to the CSIS Act and the fact that the update
will allow CSIS to now communicate with non-governmental orga‐
nizations when it's relevant, perhaps to warn individuals and groups
when they are being targeted by these sorts of operations and to let
civil society organizations know when they detect these sorts of op‐
erations, so that we can be better prepared to defend Canadian
democracy and society against them. That's a major improvement.

As part of Bill C-70, we also saw the adoption of the foreign in‐
fluence transparency registry, which will also be critically impor‐
tant. The implementation we'll have to keep an eye on, but this will
also be an incredibly important measure in defending against these
sorts of operations in the future. I hope that the legislation will be
implemented very quickly and that it will be enforced.

Mr. Parm Bains: I'm going to ask a different question and take a
different path.

Do you think there needs to be more vigorous background check‐
ing of people who are interested in running for office and who may
have had previous relationships with foreign entities and foreign
countries?

For example, in 2020, the current member for Calgary Heritage
helped produce a controversial report by former CBC reporter Ter‐
ry Milewski alleging that Pakistan secretly created a Sikh separatist
movement. This report was then amplified by official Indian gov‐
ernment accounts. Later, the same member led the Macdonald-Lau‐
rier Institute's partnership with the New Delhi-based Observer Re‐
search Foundation, an Indian think tank set up with funds from In‐
dian oil giants, and is now a member.

Do we need to look at some relationships members like this may
have had with previous governments that are now showing hostili‐
ties and interfering domestically?

Mr. Marcus Kolga: Absolutely. That process of vetting any can‐
didates at all three levels of government should be far more rigor‐
ous. I don't think anyone would have anything against greater trans‐
parency as part of that process. I would completely support that.
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Mr. Parm Bains: How much time do I have, Mr. Chair?
● (1735)

The Chair: You have five seconds, Mr. Bains.
Mr. Parm Bains: Thank you for your testimony today. It's very

valuable.
The Chair: Thank you, Mr. Bains.

Thank you, Mr. Kolga.
[Translation]

Mr. Villemure, you have the floor for two and a half minutes.
Mr. René Villemure: Thank you, Mr. Chair. I'll try to make

good use of these two and a half minutes.

Mr. Bengio, I'll turn to you again.

Could you, for a moment, take a forward-looking view, describe
the future of artificial intelligence, and if possible, give us some ex‐
amples?

Mr. Yoshua Bengio: I'd like to thank you for asking me this
question, because I don't think we look far enough into the future.

We have to understand that human intelligence knows no abso‐
lute limits. It's almost certain that we'll be able to build machines
that will surpass us in many areas. We can't know for sure whether
this will be in a few years or a few decades, but we need to be pre‐
pared for it.

What I find perhaps most worrying is that this means that those
who will control these systems will have immense power, whether
they be states, companies or others. I mention this because today
we're concerned with protecting democracy. We're going to have to
set up safeguards to make sure we don't have too much power con‐
centrated in one place, whether it's in the hands of one person, a
company director, any other organization, or even a government.
The greater the possibilities of these systems become, the more im‐
portant the question of governance will become.

It's a bit like creating entities or a new species whose intelligence
might surpass our own. It's a very dangerous thing. We need to ex‐
ercise control over this to ensure that artificial intelligence remains
a tool, and not something that could compete with humans. We're
talking about something much further away in time, but people at
companies like OpenAI and Anthropic think it could happen as
quickly as five years from now. So we need to start worrying about
it today.

Mr. René Villemure: We indeed have a legislative role here to‐
day. What can we do right now, in addition to Bill C‑27, so as to
understand and meet these challenges of the future that are rushing
towards us?

Mr. Yoshua Bengio: I think we need to give incentives to com‐
panies to develop better protections. The government needs to fund
research so that artificial intelligence systems tend towards public
protection. Earlier, we were talking about fact checking, for exam‐
ple. We need to design tools that will help our intelligence and na‐
tional security communities protect themselves against attacks that
could come from other countries using artificial intelligence. With
the help of our international partners, we need to develop ways of
making artificial intelligence secure.

However, all these issues are more a matter for governments than
for the companies that make gadgets. The latter want to maximize
their profits. They're not in it for the collective good. They compete
with each other to sell us as many things as possible, which is per‐
fectly normal in our market system. However, this means that the
responsibility lies with governments. They're the ones who have to
deal with it.

Mr. René Villemure: Thank you very much, Mr. Bengio.

The Chair: Thank you, Mr. Bengio and Mr. Villemure.

[English]

Mr. Green, you have two and a half minutes. Go ahead, please.

Mr. Matthew Green: Thank you very much.

Mr. Bengio, I've heard folks who are familiar with AI downplay
some of the comments around what the potential is.

You've touched on some things, and I want to talk about techno‐
logical singularity, or the idea that there is a point in time in the fu‐
ture when technological growth becomes uncontrollable and irre‐
versible, resulting in unforeseeable consequences.

What are your thoughts on that? Is that an overstatement of the
possibility, or is that something we should be aware of?

Mr. Yoshua Bengio: Let me put it this way: Nobody has a crys‐
tal ball.

The AI researchers, I think, as you alluded to, disagree among
themselves about the different scenarios, so the rational way of
thinking about this is that there are different scenarios. Some are in‐
credibly, fantastically good, and others are terrible. People talk
about human extinction and many things in between.

The responsibility of public policy here is to invest, to make sure
we see through this fog better as we move forward and to make
sure that we avoid the catastrophic cases of risks of upending our
democracies or even creating monsters that could turn against hu‐
mans. For all of these, there are computer science arguments ex‐
plaining how it could happen.

If I had more time, I could—

● (1740)

Mr. Matthew Green: You can certainly send them to us, but I
have about a minute and 30 seconds left, so I want to ask about
some specificity, given your subject matter expertise.

We spoke about the international obligation Canada has. I want
to now turn to domestic regulation. I believe government has a role
to play. There's not a free market answer to this, because obviously
free markets will incentivize some of the worst basic behaviours.
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With AI, ethics and accountability, how can we develop an ethi‐
cal framework for AI developers to ensure accountability when AI
technologies are used to propagate disinformation, particularly in a
context that can impact democratic processes?

Mr. Yoshua Bengio: I think we can look at what has been pro‐
posed recently in California, where the way to make sure compa‐
nies are going to behave well with these systems is through trans‐
parency and liability. These are really great, because the govern‐
ment doesn't need to specify what they have to do. Because of
transparency, now they are showing more of what they are doing in
terms of making sure those systems aren't going to be dangerous,
and they want the public to look at them positively. Now with lia‐
bility, they have to be honest about potential harms that they could
create with those systems and that third parties could create.

It's not that one of these companies is going to do something di‐
rectly to harm people, but if they make it easy for a terrorist to do
something or to create a monster, as I said, which may have huge
costs for society, they should understand that they're going to be fi‐
nancially responsible for that.

The Chair: Thank you.

Thank you, Mr. Bengio.

Mr. Barrett, go ahead for five minutes.
Mr. Michael Barrett: To provide the witnesses with some con‐

text about a situation that unfolded over the last week, on Septem‐
ber 22, CTV News aired a segment about a confidence vote that
was going to come before the House, and in that segment CTV de‐
liberately misrepresented the comments of the leader of His
Majesty's loyal opposition. This is incredibly serious. We're talking
about CTV News: They're owned by Bell, a media giant in this
country.

What happened is shocking. CTV News spliced together differ‐
ent parts of the Leader of the Opposition's comments to create a
false impression. First of all, that created a false statement, some‐
thing that he never said, but the intention was to create a narrative
that the opposition day motion was not about having a carbon tax
election—which it was about—but was instead about opposing the
Liberals' dental care program, as opposed to being about the carbon
tax.

This isn't a situation in which there was an error, a misunder‐
standing during the editing process or some kind of technical issue.
This isn't something that can be communicated away. This was very
clearly an effort by a media company, a news organization, to ma‐
nipulate the statements of the Leader of the Opposition on the eve
of a confidence vote in the House of Commons, in a minority par‐
liament. We're talking about misinformation here, and the need to
trust, and whom we can trust.

We worry about what we see online, but here we have CTV
News. We all know what CTV News is. They created a statement
and spliced together multiple sentences to say something that the
leader of the opposition did not say. Conservatives were calling for
a carbon tax election; they made it about something else. How dam‐
aging is this to Canadians' confidence in trusted sources if they
can't trust that a major news outlet will just simply report on what's

actually being said by the leader of the opposition, but instead de‐
liberately edit a clip to have him say something that he never said?

The Chair: Go ahead, Mr. Kolga, and then we'll go to Mr. Ben‐
gio. You have two minutes to respond.

Mr. Marcus Kolga: I'm an expert on foreign information and in‐
fluence operations, not on CTV's editorial policies, but I agree that
it's very important that Canadians be able to trust their media
sources, especially in these times, when trust is declining in media.

Again, I'm an expert on foreign influence and information opera‐
tions, not on these sorts of domestic situations.

● (1745)

Mr. Michael Barrett: It looks to me like they took it straight
from the playbook of foreign entities that look to sow disinforma‐
tion in our country.

I'll go to the second witness.

Mr. Yoshua Bengio: I'm even farther away from this question,
being an expert in AI. I'm sorry.

Mr. Michael Barrett: I think we have a real problem in our
country. We're looking outside to examine the effects of interfer‐
ence, misinformation and disinformation, and this is an example of
disinformation. This is something that demonstrably did not occur,
that they edited together.

We talk about deepfakes. They didn't use AI; they used an edit‐
ing suite to create a lie, and it's shocking. It's really low tech, actu‐
ally. It's low-tech domestic disinformation.

I think that the fact that this organization is heavily subsidized by
the Trudeau government and then took to undermining the Leader
of the Opposition on the eve of a confidence vote tells us something
very scary about interference in our democratic institutions by the
powerful who favour Justin Trudeau.

The Chair: Thank you, Mr. Barrett.

Mr. Fisher, we'll start with you, and then I understand that we're
going to go to Ms. Khalid to finish off your five minutes. Go ahead.

Mr. Darren Fisher (Dartmouth—Cole Harbour, Lib.): Thank
you very much, Mr. Chair.

I want to thank both of our esteemed witnesses for not only being
here today and their testimony, but for being patient with our com‐
mittee, because I know you've been here before and we had votes
and some things going on. Thank you so much for being here today.
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On artificial intelligence, foreign interference, misinformation,
disinformation and deep fakes, in the last hour, the witnesses were
talking about trust lost in media and the lack of critical thinking
skills. People just don't know what to believe or whom to believe
and whom to trust. I had a conversation with a neighbour one time,
and she told me she no longer watches news at all, whether she sees
it on social media or whether she sees it on TV. This is kind of
heartbreaking. She consciously goes out of her way to not watch
any news because she's been duped by misinformation, disinforma‐
tion or malinformation in news.

In the last hour, we asked our witnesses to give us some recom‐
mendations. How do we get back to a place where people in my
constituency can feel that they can trust the news again?

I would ask Mr. Bengio first, and understanding, Mr. Kolga, that
this may not fall within your exact level of expertise, I would value
your opinion as well.

Mr. Yoshua Bengio: I am going to say the same thing I said ear‐
lier that I told the U.S. Senate a year ago, which is that we need to
stop—with our international partners, but we can do our share
here—the practice of anonymous social media accounts that allow
foreign interference, that allow even AI to be using thousands of
accounts in a way that makes it difficult not just to trace them and
take them down but also eventually to send to jail the people who
are doing things that go against our laws.

The reason they're not asking what your bank asks when you
open an account is that they don't want to make it difficult for you
to create an account, because they make money on having more
people. They want to make it easy and they compete with other
companies. If we had laws, it would be technically possible to pro‐
tect privacy so that other users wouldn't know necessarily who you
are, but the government with the appropriate mandate could.

There are a number of researchers in the world who are thinking
about how to do that. There are technical solutions, and we should
go in that direction.

Mr. Marcus Kolga: I would only add that we should look to Eu‐
rope. We should look to the Digital Services Act. It is very effective
in Europe—I wouldn't say “very effective”; it is effective. It is a
step in the right direction. Europe is making progress in terms of
holding these social media companies to account, specifically for
the content that's posted on their sites. We need to basically repli‐
cate that in this country.

We should also look to our European allies like Finland, which
has done an extremely good job of ensuring that future generations
do have the digital media literacy skills they need in order to enable
that sort of critical thinking. They inject digital media literacy into
every course in every year within the school curriculum. It's not
just one course a year or one class a year; it's throughout the entire
education of a child, from kindergarten to high school. They are
learning about digital media literacy. This is something that we
should also be doing. We need to start disrupting these sorts of ac‐
tivities, especially when it comes to foreign influence and informa‐
tion operations. We need to figure out ways to disrupt these activi‐
ties.

Our European allies are doing this. We need to look to them
again and learn from them how they're doing it and replicate those
efforts here. If we're not disrupting these operations, if we're not
holding to account those who are collaborating with these foreign
regimes, then we're not going to move towards deterrence of them.

Those are my three points.
● (1750)

The Chair: Thank you, Mr. Fisher.

We have 20 seconds left, Ms. Khalid. I looked over at Mr. Fisher.

I do have a question I want to ask, so I hope you'll indulge me
here.

First of all, let me say, Mr. Kolga and Mr. Bengio, that despite
the technological problems that we had in the past, this was worth
the wait. You provided some valuable information to the commit‐
tee.

Whether we like to think so or not, sooner or later we are going
to have an election in this country. The election is set for almost a
year from today or sooner.

I want to hear from both of you, first with respect to foreign in‐
terference, and then, Mr. Bengio, with respect to artificial intelli‐
gence on the concerns that political parties and Canadians should
have, and maybe some warning signs as we head into the next elec‐
tion.

What are some of the things that we may be seeing down the
pipe, if you will?

Mr. Kolga, I'll start with you, and then we'll conclude with you,
Mr. Bengio.

Mr. Marcus Kolga: I'll try to keep it brief.
The Chair: I control the time, so take your time.

Seriously, I think it's an important question that hasn't been asked
at this point, Mr. Kolga.

Mr. Marcus Kolga: Again, we have a smoking gun that came
out of the U.S. with the DOJ indictment. Ten million dollars was
used to create a new platform, with the help of Canadians, to try to
influence Canadian and American discourse. We see it happening.
It's not a question of something that is going to happen at the time
when the writ drops. It's already happening right now.

I think one of the problems we have in this country is this belief
that these foreign authoritarian regimes only activate themselves
when there's an election. They don't. China and Russia are sophisti‐
cated. They engage in these sorts of operations well in advance of
any election. It's 24-7 for them.

The Russian government, for example, spends $3 billion per year
on these operations. We're not even close. Even if you combine all
NATO countries and their resources in terms of spending to chal‐
lenge and defend against these operations, we're nowhere close. We
see it's happening.

I think we need to step back and acknowledge the fact that it's
not just at election time; it's a full-time operation. How are we go‐
ing to defend against that?
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The Chair: Thank you, Mr. Kolga.

From an artificial intelligence perspective, now and into the fu‐
ture during an election, what are some of the things we should be
concerned about as we head into an election cycle, Mr. Bengio?

Mr. Yoshua Bengio: We have to worry about the technology that
already exists that can be used to create deepfakes of various kinds
and imitate people, their voices, their visual appearances and their
movements. I think we need to start preparing against tools on the
horizon that could be coming out in six months or something like
this.

Again, AI is not a static thing. It's getting better as new systems
and companies are coming up with new ways of training it that
make it more competent.

I'm going to go into a little bit of a technical thing here, which is
that once one of these very large systems that cost over $100 mil‐
lion has been trained, it's fairly cheap to take it—especially if it's
open source—and do a little bit more work to make it really good at
one particular task. This is called fine tuning.

You could imagine, for example, that the Russians might be tak‐
ing Facebook's LLaMA. They might make it run on social media
and interact with people to see how well it works, and then they
might take that data in order to make the system even better at con‐
vincing people to change their political opinion on some subject.

As I said earlier, there are already studies showing that GPT-4, as
it stands, is already better than humans, but only slightly, especially
when it has access to your Facebook page. However, it can get a lot
worse without any new scientific breakthrough, just with a bit of
engineering of the kind that it could easily do.

What that would mean is that they can now unleash bots that
would be talking to potentially millions of people at the same time
and trying to make them change their opinions. It's a kind of tech‐
nology that we haven't seen, or maybe it is already happening and
we're not aware of it. It could be a game-changer for elections in a
bad way.

● (1755)

The Chair: Thank you, gentlemen, for providing such valuable
information to the committee, and thank you for your valuable time
today.

Thank you, Madam Clerk, for arranging for our witnesses to be
here.

That concludes today's meeting. I have no other business. Have a
great weekend, everyone, and we'll see you next week.

The meeting is adjourned.
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